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Let XB be the Shimura curve defined by an indefinite rational quaternion division algebra B.
By the work of G. Shimura, the curve XB admits a canonical model over Q as a coarse moduli
solution to the moduli problem of classifying abelian surfaces with quaternionic multiplication by
B. Shimura also proved that XB(R) = ∅, so that XB cannot have rational points over any totally
real number field. Going a step further, if K is an imaginary quadratic field, it follows from the work
of B. W. Jordan [Jor86] that XB(K) = ∅ for infinitely many choices of the algebra B. Moreover,
Jordan’s results provide families of counterexamples to the Hasse principle. More recently, A.
N. Skorobogatov [Sko05] interpreted these results in terms of descent and, as a consequence, he
found that the counterexamples to the Hasse principle derived from [Jor86] are accounted for by
the Brauer-Manin obstruction. More precisely, he interprets Jordan’s results on the non-existence
of global points on XB in terms of the descent performed on a certain XB-torsor, which is defined
from the ‘Shimura covering’ XB,p of XB attached to a prime factor of disc(B) introduced in [Jor81].

On the other hand, the Shimura curve XB is equipped with a natural supply of involutions,
classically introduced by A. O. Atkin and J. Lehner. Although XB(Q) = ∅ by Shimura, the

quotients X
(m)
B of XB by certain Atkin-Lehner involutions ωm can have rational points. Indeed,

if ωm is a twisting involution then X
(m)
B is a solution to the moduli problem of classifying abelian

surfaces with real multiplication by Q(
√
m) and admitting quaternionic multiplication by B. Using

this modular interpretation, the main aim of this thesis is to study the Hasse principle over Q
on these quotients. This is done by applying the ideas of Skorobogatov to a suitable X

(m)
B -torsor

constructed by lifting the Atkin-Lehner involution ωm to the Shimura covering XB,p, and relating it
to (suitable extensions of) the Galois representations attached to the abelian surfaces parametrized

by X
(m)
B used in [Rot08] by V. Rotger. Our main result gives some sufficient conditions for a pair

(B,m) to satisfy X
(m)
B (Q) = ∅, and under some extra conditions also to satisfy X

(m)
B (AQ)Br = ∅.

When X
(m)
B (AQ) 6= ∅, these counterexamples to the Hasse principle are then accounted for by the

Brauer-Manin obstruction.
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Introduction

The problem of solving diophantine equations over the integers often reduces to the
problem of finding rational points on an algebraic curve, that is, points on a curve with
rational coordinates. Despite big efforts since the ancient Greeks, it is still not known
whether there is a general algorithm that given the equation of a curve returns a list of
its rational points, if the list is finite. Even if we know that the curve has infinitely many
rational points, computing one of them with some desired property can be an extremely
difficult task: for example, there is no general algorithm to compute a point of infinite order
in an elliptic curve of positive rank, which is a problem closely related to the famous and
still open Birch and Swinnerton-Dyer conjecture.

On the other hand, given an algebraic curve X we can try to prove that it has no
rational points, that is, X(Q) = ∅. Since a point in X(Q) would define a point in X(Qp)
for every prime p ≤ ∞ (being Q∞ = R as usual), it is clear that if X(Qp) is empty for
some prime p then X(Q) must be empty as well. If this happens, it is said that there is a
local-global obstruction to the existence of rational points on X. Indeed, a family of curves
is said to satisfy the Hasse principle (or local-global principle) if every curve X in the family
satisfies that X(Q) 6= ∅ if and only if X(Qp) 6= ∅ for every prime p ≤ ∞. When the Hasse
principle is satisfied, there exists an algorithm which decides whether X(Q) is empty or
not in finitely many steps. For example, after the Hasse-Minkowski Theorem, every curve
defined by a quadratic equation satisfies the Hasse principle. But, unfortunately, there
are many counterexamples to the Hasse principle in the literature. One of the first curves
violating the Hasse principle was found by Lind and Reichardt around 1940, independently,
and it is the curve given by the affine equation

y2 = x4 − 17.

Selmer showed that the curve 3x3 + 4y3 + 5z3 = 0 is also a counterexample to the Hasse
principle. Nowadays, this curve is known as the Selmer cubic.

In this work we focus on Shimura curves and some Atkin-Lehner quotients of them, and
try to explain some counterexamples to the Hasse principle by the so-called Brauer-Manin
obstruction. In the last decades, Shimura curves have appeared as a key object in several
modularity questions, involved for example in Fermat’s Last Theorem. And, currently, they
are one of the main ingredients in some contributions to the Birch and Swinnerton-Dyer
conjecture.

So let B be an indefinite quaternion division algebra over Q of reduced discriminant
D > 1. Since all maximal orders in B are conjugate, let us fix one of them and denote it
by O. Then, under the isomorphism B ⊗Q R 'M2(R), we can regard the subgroup

O1 = {γ ∈ O× : n(γ) = 1} ⊂ O×

of units of reduced norm 1 in O× as an arithmetic subgroup ΓB of SL2(R). If H denotes the
Poincaré upper half plane, then by the work of G. Shimura the compact Riemann surface
ΓB \H is the set of complex points of an algebraic curve XB defined over Q. Moreover, the
so-called Shimura curve XB is the coarse moduli scheme over Q which classifies isomorphism
classes of abelian surfaces with quaternionic multiplication by O (or QM-abelian surfaces,
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2 INTRODUCTION

for short), that is, of pairs (A, ι) where A is an abelian surface and ι : O ↪→ End(A) is a
ring monomorphism. Then, for a field k of characteristic zero the set of k-rational points
XB(k) is identified with the set of isomorphism classes of QM-abelian surfaces defined over
k̄ whose field of moduli is contained in k, rather than defined over k.

B. W. Jordan proved in [Jor86] that a QM-abelian surface (A, ι) corresponding to a
point P ∈ XB(k) admits a model rational over k if and only if k splits the quaternion
algebra B. Then, assuming that a number field K splits B, he studied also one of the
main problems in the arithmetic of these Shimura curves, namely that of deciding whether
XB(K) is empty or not. In other words, whether there exists a QM-abelian surface defined
over K or not. In this direction, he proved for example that if K is imaginary quadratic of
class number not equal to 1, then there exist only finitely many quaternion algebras B such
that XB(K) 6= ∅. Moreover, from Jordan’s results it follows that Shimura curves provide
many counterexamples to the Hasse principle over imaginary quadratic fields.

More recently, A. N. Skorobogatov [Sko05] has interpreted Jordan’s work in terms
of descent, by considering the ‘Shimura covering’ of XB attached to a prime factor p of
D, which was already introduced by Jordan in his PhD. Thesis [Jor81]. With a slightly
different approach, Skorobogatov interprets Jordan’s results on the non-existence of global
points on XB in terms of the descent performed on a certain XB-torsor. This leads him to
explain all the counterexamples to the Hasse principle derived from [Jor86] in terms of the
Brauer-Manin obstruction.

For example, consider a prime number q 6= 2 and let B(q) be the set of rational indefinite
quaternion algebras which are not split by Q(

√
−q). Then, for a certain finite set of primes

P (q), the next result of Skorobogatov strengthens a theorem of Jordan (see Theorem 4.5
below):

Theorem 0.1 (Skorobogatov). Let K be an imaginary quadratic field in which a prime
q 6= 2 is ramified, and assume that B ∈ B(q) has reduced discriminant divisible by a prime
p 6∈ P (q). If XB is the Shimura curve attached to B, then X(AK)Br = ∅.

The two articles [Jor86] and [Sko05] are the seeds of this thesis, together with the
inspiring work of V. Rotger in [Rot04b] and [Rot08].

From the definition of the Shimura curve XB , there is a naturally defined group of
rational involutions acting on XB , namely the Atkin-Lehner group of the order O. The
elements in this group, the so-called Atkin-Lehner involutions, are indexed by the positive
divisors of D. From the work in [Rot04b], where forgetful maps from higher-dimensional
Shimura varieties to Hilbert-Blumenthal varieties are studied, it follows that the quotient

X
(m)
B := XB/〈ωm〉 of the Shimura curve XB by a twisting Atkin-Lehner involution ωm

corresponding to a divisor m of D is a solution to the moduli problem of classifying abelian
surfaces with real multiplication by the ring of integers RQ(

√
m) of Q(

√
m), admitting quater-

nionic multiplication by O. Therefore, when ωm is twisting we can study questions about

the existence of Q-rational points on X
(m)
B in terms of the existence of these abelian sur-

faces. This modular point of view makes interesting the study of the set X
(m)
B (Q) when ωm

is twisting, as well as it gives us a powerful tool to do it.

In this direction, some necessary conditions are given in [Rot08] to prevent an abelian
variety of dimension g admitting quaternionic multiplication from having real multiplication
by an order in a number field of degree g defined over Q. This is accomplished by studying
the Galois representations arising from the Galois action on the torsion points of the abelian
variety. In the particular case of dimension g = 2, these results can be read as results about

the non-existence of Q-rational points on X
(m)
B . Then, our main goal is to prove a result

similar to Theorem 0.1 for Atkin-Lehner quotients of XB by twisting involutions, in which
the field K is replaced by the field Q of rational numbers.

We show that a cyclic étale covering of X
(m)
B can be defined for each prime p of D, by

lifting the Atkin-Lehner involution ωm to the Shimura covering of XB attached to p. In

particular, we obtain an X
(m)
B -torsor that can be used to apply descent techniques. Using
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the ideas of Skorobogatov, the characters defined by specialization of this torsor can be
related to certain Galois representations as those studied by Rotger to give a result similar
to Theorem 0.1.

Indeed, one of the main achievements in this work is that, given an abelian surface

parametrized by X
(m)
B (Q`), for some prime `, we can extend the corresponding Galois

representations analogous to those appearing in [Rot08] to Galois representations on the
whole absolute Galois group Gal (Q̄`/Q`), even in the case where the abelian surface does
not admit a model rational over Q`. These extended Galois representations are constructed
by studying carefully the relation between the field of moduli and the fields of definition of

the abelian surfaces parametrized by X
(m)
B (Q`).

This thesis is organized as follows. In the first chapter, we review some elementary
topics for the rest of the exposition: abelian varieties, quaternion algebras and the Brauer
group of a field. The second chapter contains the essential theory regarding quaternionic
Shimura varieties to be used along the work. Although we are interested especially in
Shimura curves, a general framework is presented, giving a particular attention to the
Atkin-Lehner group and its subgroup of twisting involutions. Using the results of [Rot04b],

especially the one quoted in Theorem 2.31, we show that the quotient X
(m)
B of the Shimura

curve XB by a twisting involution parametrizes isomorphism classes of abelian surfaces
with real multiplication by the ring of integers RQ(

√
m) of Q(

√
m), admitting quaternionic

multiplication by O (see Proposition 2.33).

Chapter 3 is a brief exposition of some notions and results for the study of obstructions
to the existence of rational points on algebraic varieties. One of the central parts of this
chapter is the introduction of the Brauer-Manin obstruction to the Hasse principle, which is
compared with the descent obstruction. We would also like to emphasize the important role
that the main theorem of descent theory of J.-L. Colliot-Thélène and J.-J. Sansuc, quoted
in Theorem 3.32, plays in later sections.

Chapters 4 and 5 are mainly devoted to review the works [Jor86] and [Sko05], re-
spectively. In Chapter 4, moreover, we explain in detail two main ingredients in Jordan’s
results: the canonical torsion subgroups of a QM-abelian surface and the canonical isogeny
characters, as well as the Shimura covering of XB attached to a prime factor p of D. As
for Chapter 5, we show in its second section how to construct a cyclic étale covering of an
Atkin-Lehner quotient of XB from its Shimura covering at p. Closing the chapter, a precise
statement of our main result is given in advance (see Theorem 5.10).

Finally, chapters 6 and 7 develop all the machinery that is needed for the proof of our
main result, which is given in Theorem 7.31. In Chapter 6 we study the relation between

the field of moduli and the field of definition of an abelian surface parametrized by X
(m)
B .

Some known results are presented for the case where the abelian surface corresponds to a

point in X
(m)
B (Q), like Theorem 6.3 (which appears in [BFGR06]), which we generalize

later for the case where Q is replaced by Q` for a prime ` (see Theorem 6.9).

In Chapter 7, this study will allow us to prove a first approach to our main result
in Theorem 7.19, under a condition regarding the field of definition of the abelian surfaces

parametrized by X
(m)
B (Q`), for some primes ` (in fact, for just a couple of primes). This will

be done by combining the ideas from [Sko05] and [Rot08], relating the Galois represen-

tations attached to the abelian surfaces parametrized by X
(m)
B (Q`) to the local characters

attached to the points in X
(m)
B (Q`) by specialization of a suitable torsor. At the end of

Chapter 7, we will introduce the above mentioned extended Galois representations, which
will be used to finally get a proof of our main result in Theorem 7.31 ‘à la Skorobogatov’.

Agräıments. En primer lloc, voldria agrair molt sincerament al meu tutor, el Vı́ctor
Rotger, la seva ajuda i dedicació al llarg d’aquests mesos. Per compartir les seves idees
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matemàtiques, i també per la seva paciència i complicitat, sense les quals aquesta tesi no
seria possible.

D’altra banda, he d’agrair també als companys de viatge que m’han recolzat durant
aquest temps, segurament més del que s’imaginen. Especialment a l’Anna, pels ànims en
els moments dif́ıcils i pel seu suport incondicional.

Finalment, vull donar les gràcies a la meva famı́lia per estar sempre al meu costat i,
sobretot, a la meva mare. A ella li vull també dedicar aquest treball.



Chapter 1

Background

The goal of this first chapter is to review some essential material for the rest of the
text. We have chosen three main topics, although some other ones could have been included
as well.

The first section is devoted to recall the very basic definitions and results about abelian
varieties, with special attention to the classification of the ring of endomorphisms of simple
abelian varieties. The second section is a brief summary of the general theory of quaternion
algebras, containing the basic notions of orders and ideals in both the case of quaternion
algebras over local fields and over number fields. Since the Shimura curves we will consider
arise as moduli varieties parametrizing abelian varieties with quaternionic multiplication,
the review of these topics in this chapter is fully justified.

Finally, we review also the Brauer group of a field. Since for defining the Brauer-Manin
obstruction we need to consider the Brauer group of an algebraic variety (or more generally,
of a scheme), it is helpful to be familiar first with the Brauer group of a field as a particular
case.

In each section of this chapter some general references are given rather than giving
an explicit one for each of the results that we state, providing a citation for a particular
statement only when we consider it necessary.

1. Abelian varieties

We review here some of the basic facts about abelian varieties, with special emphasis
on the study of the endomorphisms of simple abelian varieties.

For the complex theory, in which abelian varieties are the same as polarizable complex
tori, a standard reference is [BL92]. We rather present here an algebraic point of view, for
which we refer the reader to [Mum70] and [Mil08], for example.

1.1. Basic definitions and properties.

Definition 1.1. An abelian variety defined over a field k is a complete algebraic variety A
defined over k, together with a k-rational point o ∈ A(k) and morphisms m : A × A → A
and i : A→ A defined over k satisfying the group axioms.

Recall that an algebraic variety V is said to be complete if for every algebraic variety
W , the projection q : V ×W → W is closed. Complete varieties are then the analogues in
the category of algebraic varieties of compact topological spaces in the category of Hausdorff
topological spaces.

The completeness of A implies that its group law is abelian. Then, it is usually written
by +, and the identity element is denoted by 0. Moreover, abelian varieties are nonsingular.
Besides, the non-singularity allows us to identify Weil divisors and invertible sheaves.

5



6 1. BACKGROUND

Recall that a Weil divisor on A is a formal sum D =
∑
nY Y with nY ∈ Z and

subvarieties Y of A of codimension 1. Then it is usual to write

CH1(A) = {Weil divisors on A}/{Principal divisors on A}

for the first Chow group of A. On the other hand, an invertible sheaf on A is a locally free
rank 1 sheaf L on A. The set Pic(A) of isomorphism classes of invertible sheaves on A has
a natural group structure, with the group law being the tensor product of sheaves and for
which OA, the structural sheaf of A, is the identity element. Since A is nonsingular, there
is an isomorphism

CH1(A) ' Pic(A),

and we write L = OA(D) for the invertible sheaf associated to a Weil divisor D on A.

Let L ∈ Pic(A) be an invertible sheaf, and write L = OA(D) for a Weil divisor D.
Then, if the k-vector space of global sections

H0(A,L) ' {f ∈ k(A)× : div(f) +D ≥ 0} ∪ {0}

has a k-basis {s1, . . . , sn}, L induces a morphism

ΨL : A −→ Pn−1

a 7−→ {s1(a), . . . , sn(a)}.

Definition 1.2. L is a very ample invertible sheaf if ΨL induces a closed immersion. And
L is said to be an ample invertible sheaf or a polarization if L⊗n is very ample for some
n ≥ 1.

A theorem of S. Lefschetz states that if L is an ample invertible sheaf, then L⊗n is
very ample for n ≥ 3. When L is a polarization, the global sections s ∈ H0(A,L) are called
the theta functions of A with respect to L, and we say that the pair (A,L) is a polarized
abelian variety. Observe that from the very definitions:

Proposition 1.3. An abelian variety is projective if and only if it admits a polarization.

As a complex variety, A(C) ' Cg/Λ, where Λ ⊆ Cg is a complete lattice. Then, the
first Chern class c1(L) of an invertible sheaf L ∈ Pic(A) can be regarded as a Hermitian
form

H : Cg × Cg−→C
such that ImH(Λ× Λ) ⊆ Z. Equivalently, as an alternate R-bilinear form

E = ImH : Cg × Cg−→R

which is integral when restricted to Λ× Λ and such that

E(
√
−1x,

√
−1y) = E(x, y) ∀ x, y ∈ Cg.

By a theorem of Lefschetz, L is a polarization if and only if H is positive definite, and
in this case the degree of L is defined by

deg(L) =
√

det(E),

which is also the dimension of H0(A,L) as a complex vector space.

With the same notations, assume that (A,L) is a polarized abelian variety, and choose
a symplectic basis of the lattice Λ. That is, a Z-basis of Λ for which the matrix expression
of E is of the form (

0 D
−D 0

)
for some D = diag(d1, d2, . . . , dg), di ∈ N, with dj |dj+1 for j = 1, . . . , g − 1. The exis-
tence of such a basis is guaranteed by the Elementary Divisor Theorem. Then, the tuple
(d1, d2, . . . , dg) is called the type of the polarization L, which does not depend on the choice
of the symplectic basis, and its degree is easily read: deg(L) = d1 · · · dg. The polarization
L is primitive if d1 = 1, and it is principal if d1 = · · · dg = 1.
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Example 1.4. Elliptic curves are abelian varieties of dimension one. Over the field C of
complex numbers, it is well-known that every elliptic curve is isomorphic to a complex torus
Aτ = C/Λτ , with Λτ = Z ⊕ Zτ , for some τ ∈ H = {z ∈ C : =(z) > 0}. Moreover, every
one-dimensional complex torus is polarizable, hence every complex torus of dimension one
is an elliptic curve. However, in higher dimension this is not true, and a generic complex
torus of dimension g > 1 is not algebraic.

Example 1.5. The Jacobian of a curve. If C is an irreducible non-singular curve of genus g
over a field k, then Pic0

k̄(C) is the set of k̄-rational points of an abelian variety of dimension
g, the Jacobian of C. It has a principal polarization:

Θ = {D ∈ Pic0(C) : h0(OC(D)) = `(D) > 0}

is an ample Weil divisor of Pic0(C).

1.2. Homomorphisms and isogenies. Suppose A and B are two abelian varieties
over k. A regular morphism of algebraic varieties A → B over k is said to be a homo-
morphism if the induced map A(k̄) → B(k̄) is a group homomorphism. The set of all
homomorphisms from A to B defined over k is denoted by Homk(A,B). It has a group
structure in the natural way.

The case of Endk(A) = Homk(A,A) is of particular interest. The group law in A
gives a natural group structure in Endk(A), which is torsion-free and finitely generated as
a Z-module. Moreover, Endk(A) admits a natural ring structure, in which the product is
the composition of endomorphisms. Then Endk(A) is called the endomorphism ring of A.
It will be also important later to consider End0

k(A) := Endk(A)⊗Z Q, which is a Q-algebra
called the endomorphism algebra of A.

Remark 1.6. It is important to note that, if k is not algebraically closed, there may exist
homomorphisms A → B not defined over k, but over some field extension K/k. In this
direction, we will write HomK(A,B) for HomK(AK , BK), where AK = A×k K is the base
extension of A to K, and similarly for BK . Analogously, EndK(A) stands for EndK(AK).

Moreover, it is well-known that given A and B there exists a finite field extension K/k
such that K is the smallest field of definition of all the homomorphisms from A to B (see
[Sil92]).

Suppose now that f : A → B is a homomorphism of abelian varieties defined over k.
Then f is said to be an isogeny if it is surjective and it has finite kernel. When this is the
case, the extension of function fields given by the induced morphism f∗ : k(B) → k(A)
is finite, and its degree deg(f) = [k(A) : k(B)] is by definition the degree of f . Hence,
the degree of an isogeny is clearly multiplicative: if g : B → C is another isogeny, then
deg(g ◦ f) = deg(g) deg(f). If there exists an isogeny f : A → B over k, it is said that A
and B are isogenous over k, and it is denoted by A ∼k B.

An important property of isogenies is the following: if f : A → B is an isogeny, then
there exists an isogeny g : B → A and a positive integer n such that f ◦ g = nB is the
multiplication by n map on B. This fact implies that isogenies are invertible elements in
End0

k(A), hence isomorphisms in the category of abelian varieties over k up to isogeny.

The first examples of isogenies are the ‘multiplication by n maps’ on an abelian variety
A. For a positive integer n, the multiplication by n on A is usually denoted by nA : A→ A,
and given by x → nx using the group law. The endomorphism nA is an isogeny of degree
n2g, where g = dim(A). These isogenies are important since they give us information about
the torsion part of the group A(k̄) of k̄-rational points of A. It is well-known that, for a
separable closure ks of k, the kernel A[n] of nA has a group structure which is as follows:{

A[n](ks) ' (Z/nZ)2g if char(k) - n,
A[pm](ks) ' (Z/pmZ)i if p = char(k), for some integer 0 ≤ i ≤ g.
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An important property of the torsion groups A[n] is that, since nA is defined over
k, there is a natural action of Gal (ks/k) on A[n](ks): if x ∈ A[n](ks) then for any σ ∈
Gal (ks/k) we have also σx ∈ A[n](ks).

1.3. Tate modules and `-adic representations. Let ` be a prime number. The
natural maps A[`n+1](ks) → A[`n](ks) induced by the multiplication by ` map `A, make
{A[`n](ks)}n≥1 into an inverse system. Then, the inverse limit T`(A) = lim←−A[`n](ks) is

the so-called `-adic Tate module. An element a = (an) ∈ T`(A) is a sequence of points
an ∈ A(ks) such that `a1 = 0 and `an = an−1 for every integer n > 1.

When ` 6= char(k), T`(A) is a free Z`-module of rank 2g, and sometimes is convenient
to consider the Q`-vector space V`(A) = T`(A)⊗Z` Q`, which has dimension 2g. Moreover,

if E is a subfield of End0
k(A), then the action of E on V`(A) gives a structure of free

E ⊗Q Q`-module of rank 2g/[E : Q] on V`(A).

Now consider again a homomorphism f : A → B, which induces a group homo-
morphism A[n](ks) → A[n](ks) for each integer n, and therefore a Z`-homomorphism
T`(f) : T`(A)→ T`(B). In this way, we obtain a map

Homk(A,B)−→HomZ`(T`(A), T`(B))

sending f ∈ Homk(A,B) to T`(f). When ` 6= char(k), it can be shown that this map is
injective, and it extends to a map

Hom0
k(A,B)−→HomQ`(V`(A), V`(B)).

In particular, when A = B this argument leads to an injective ring homomorphism

T` : Endk(A)−→EndZ`(T`(A)) ' M2g(Z`),

where the isomorphism depends on the choice of a Z`-basis of T`(A). As a consequence,
Endk(A) has at most rank 4g2 as a Z-module.

If ` 6= char(k) and φ ∈ Endk(A), the characteristic polynomial Pφ(T ) of T`(φ) has
integral coefficients and, moreover, it does not depend on the prime `, hence it makes sense
to call it the characteristic polynomial of φ. Then the degree and the trace of φ are defined
as usual in terms of Pφ(T ).

Working with the `-adic representation V` : End0
k(A) → EndQ`(V`(A)) ' M2g(Q`)

of End0
k(A), the notions of characteristic polynomial, degree and trace can be extended

naturally to elements φ ∈ End0
k(A).

And finally, the action of Gal (ks/k) on each group A[`n](ks) gives a continuous action
on T`(A). In other words, we obtain an `-adic representation of Gal (ks/k), that is, a
continuous homomorphism

R` : Gal (ks/k)−→AutZ`(T`(A)) ' GL2g(Z`),

where again the isomorphism depends on the choice of a Z`-basis of T`(A).

1.4. The dual abelian variety and the Rosati involution. Because of the impor-
tance of the dual abelian variety and the Rosati involution in the study of the endomorphism
algebra of an abelian variety, we briefly recall the basic properties concerning them. If A
is an abelian variety over k, then Pic(A) denotes the group of invertible sheaves on A.
As usual, let Pic0(A) be the subgroup consisting on the invertible sheaves invariant under
translation:

Pic0(A) = {L ∈ Pic(A) : t∗aL ' L on Ak̄ for all a ∈ A(k̄)}.
The dual of A is then an abelian variety A∨ over k such that A∨(k̄) = Pic0(Ak̄), where this
identification is given by the so called Poincaré sheaf P: it is an invertible sheaf on A×A∨
such that for all a ∈ A∨(k̄), the restriction P|A×a represents a in Pic0(Ak̄).

As it is expected, the dual abelian variety A∨ has dimension equal to the dimension
of A, A∨∨ is canonically isomorphic to A and every homomorphism of abelian varieties
f : A→ B over k induces a homomorphism f∨ : B∨ → A∨ over k.
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Given an invertible sheaf L on Ak̄, there is an induced homomorphism ϕL : Ak̄ → A∨
k̄

given by ϕL(a) = t∗aL ⊗ L−1. It is a well-known fact that giving a polarization of A is
equivalent to giving an isogeny λ : A→ A∨ over k such that, over k̄, it is of the form ϕL for
some ample sheaf L on Ak̄. The pair (A, λ) is then also called a polarized abelian variety.

Associated to a polarization λ = ϕL of an abelian variety A over k there is a canon-
ical (anti-)involution of the endomorphism algebra End0

k(A), which is called the Rosati
involution. It is defined by the map

End0
k(A) −→ End0

k(A)
φ 7−→ φ′ = λ−1 ◦ φ∨ ◦ λ.

It is easily checked that it is really an involution, i.e. φ′′ = φ for all φ ∈ End0
k(A), and

moreover it satisfies

(φ+ α)′ = φ′ + α′, (aφ)′ = aφ′ and (φ ◦ α)′ = α′ ◦ φ′ for all φ, α ∈ End0
k(A), a ∈ Q.

One of the most important properties of the Rosati involution is that it is positive
definite. That is, for every nonzero φ ∈ End0

k(A), we have Tr(φ ◦ φ′) > 0. Here Tr(φ ◦ φ′)
means the trace of φ ◦ φ′ as an endomorphism, in the sense we have mentioned above.

1.5. The endomorphism algebra of an abelian variety. An abelian variety over
k is said to be simple over k (or k-simple) if there does not exist any abelian variety B ⊆ A
over k except from 0 and A itself. If K/k is a field extension, say that A is simple over
K if AK is simple over K according to this definition. Then, note that a k-simple abelian
variety A can be non-simple over K. A is said to be absolutely simple if it is simple over k̄.

The first key point in the study of the endomorphism algebra of an abelian variety is
the following decomposition result:

Theorem 1.7. Let A be an abelian variety over k. There exist k-simple and pairwise
non-isogenous abelian varieties A1, . . . , Ar, and positive integers n1, . . . , nr such that

A ∼k An1
1 × · · · ×Anrr .

Moreover, the abelian varieties Ai are uniquely determined up to k-isogeny and permutation,
and the associated integers ni are uniquely determined.

Now assume that A is simple over k, and let φ ∈ Endk(A). The connected component
of ker(φ) containing the identity element 0 is an abelian variety, so that it must be either
0 or A itself, since A is k-simple. This shows that every nonzero endomorphism of A is an
isogeny, and therefore it is an invertible element in End0

k(A). In other words, for a k-simple
abelian variety A, End0

k(A) is a division algebra of finite dimension over Q. Clearly, if n is
a positive integer, the endomorphism algebra of An is isomorphic to Mn(End0

k(A)). And
finally, if A and B are non-isogenous abelian varieties over k, then Hom0

k(A,B) = 0 and
End0

k(A×B) ' End0
k(A)×End0

k(B). From these facts and the above theorem, the following
result is deduced:

Proposition 1.8. Let A be an abelian variety over k, whose decomposition into k-simple
varieties up to isogeny is as in Theorem 1.7. Then

End0
k(A) ' Mn1

(D1)× · · · ×Mnr (Dr),

where Di is the division algebra End0
k(Ai).

As a consequence, the endomorphism algebra of an abelian variety is a semisimple finite
dimensional algebra over Q. The particular form of the division algebras Di allows us to
use Albert’s classification as we now explain briefly.

As before, assume again that A is a k-simple abelian variety with endomorphism algebra
D = End0

k(A), and admitting a polarization over k. Since the reduced trace TrD/Q of D over
Q is a positive multiple of Tr, the positivity of the Rosati involution ′ on D associated to a
certain polarization means that TrD/Q(φφ′) > 0 for every φ 6= 0 in D. Albert’s classification



10 1. BACKGROUND

on involuting simple algebras can be applied to the pair (D,′ ) in order to give the following
structure theorem for endomorphism algebras of simple abelian varieties:

Theorem 1.9. Let A be a k-simple abelian variety of dimension g. Let F be the center of
D = End0

k(A), and let F0 = {x ∈ D : x′ = x} be the subfield fixed by the Rosati involution.
Define d = [D : F ]1/2, e = [F : Q], e0 = [F0 : Q]. Then the isomorphism type of D is one
of the following four ones:

Type I: D = F = F0 is a totally real number field, and the Rosati involution is the identity.
In this case, e|g.

Type II: F = F0 is a totally real number field and D is a totally indefinite quaternion
division algebra over F , i.e. for any embedding σ : F → R, we have D ⊗σ R '
M2(R). In this case 2e|g.

Type III: F = F0 is a totally real number field and D is a totally definite quaternion division
algebra over F , i.e. for any embedding σ : F → R, we have D ⊗σ R ' H, the
Hamilton quaternion algebra. In this case e2|g.

Type IV: F0 is a totally real number field, F is a CM extension of F0 (that is, a totally
imaginary quadratic extension of F0) and D is a division algebra with center F .
In this case, e0d

2|g if char(k) = 0, and e0d|g if char(k) > 0.

Observe that, in all cases, F0 is a totally real number field and F is either F0 or a CM
extension of F0. The abelian variety A is called of the first (resp. second) kind if the first
(resp. second) case holds.

In general, for a non necessarily simple abelian variety A over k of dimension g, it is
said that A has complex multiplication (CM) over k if its endomorphism algebra End0

k(A)
contains a commutative semisimple algebra of dimension 2g over Q, which is the maximal
dimension of such a subalgebra. If char(k) = 0 and A is k-simple, then A has CM over k if
and only if End0

k(A) is a CM number field of degree 2g.

2. Quaternion algebras

Let k be a field. The theory of quaternion algebras over k can be framed into the
general theory of central simple algebras over k. There is a good treatment of this general
theory in [GS06], and also a good account in [Pie82]. Indeed, the isomorphism classes of
quaternion algebras over k correspond to the 2-torsion subgroup of the Brauer group Br(k)
of k. For the specific theory of quaternion algebras the basic reference is [Vig80].

2.1. Basic definitions and results. We start by recalling some generalities about
quaternion algebras over a field k.

Definition 1.10. A quaternion algebra B over k is a central simple algebra of rank 4 over
k.

There are two well-known classical constructions describing quaternion algebras. For
the first one, let L be a quadratic separable algebra over k,1 let τ be the non trivial involution
on L over k and let m ∈ F× be any invertible element. Then the algebra

(1) B = L+ Lu,

where u ∈ B is such that

u2 = m and ux = τxu for all x ∈ L,

is a quaternion algebra over k, and it is usually denoted by B = {L, u}. Moreover, any
quaternion algebra over k can be expressed in this form (cf. [Vig80]).

1By this we mean either a quadratic separable field extension of k or k ⊕ k.
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The second construction, which is only valid if char(k) 6= 2, goes as follows. Let
a, b ∈ k×, and define

(2) B =

(
a, b

k

)
= k + ki+ kj + kij

to be the algebra with basis 1, i, j, ij over k and whose multiplication table is deduced from
the relations

i2 = a, j2 = b, ij = −ji.
Then B is again a quaternion algebra over k, and it is also true that any quaternion algebra
over k admits a presentation like this. Indeed, observe that (a,bk ) = {k(i), b}. Assume
from now on that char(k) 6= 2, so that we can deal with both descriptions (1) and (2) of
quaternion algebras.

Remark 1.11. Clearly, the elements a, b ∈ k× are not uniquely determined by the iso-
morphism class of the quaternion algebra (a,bk ). We refer the reader to [Pie82, §1.7] for a

dissertation about when two quaternion algebras (a,bk ) and (a
′,b′

k ) are isomorphic.

From the very definition, it follows that if B is a quaternion algebra over k then it has
a canonical anti-involution called conjugation, which is usually denoted by β 7→ β̄. If we
use the description (1), then it is defined by extending τ to B by ū = −u. And if we take
the description (2) and β = x+ yi+ zj + tij then β̄ = x− yi− zj − tij. When we say that
β 7→ β̄ is anti-involuting, we mean that if α, β ∈ B and x, y ∈ k then

xα+ yβ = xᾱ+ yβ̄, ¯̄α = α, αβ = β̄ᾱ.

Clearly, any element β ∈ B is a root of the quadratic polynomial

(X − β)(X − β̄) = X2 − tr(β)X + n(β),

where

tr(β) = β + β̄ and n(β) = ββ̄

are defined as the reduced trace and reduced norm of β, respectively. In particular, for every
β ∈ B× \ k× we have that k(β)/k is a quadratic extension. Moreover, when restricted to
k(β), the conjugation on B coincides with the non trivial k-automorphism of k(β), which
implies that tr(β),n(β) ∈ k for every β ∈ B and then the above polynomial lies in k[X].
In fact, a quaternion algebra over k is in some sense a bunch of quadratic extensions glued
together in a non-commutative way.

Example 1.12. The matrix algebra M2(k) over k is a quaternion algebra. Indeed, the
assignment

i 7→ I :=

(
1 0
0 −1

)
, j 7→ J :=

(
0 b
1 0

)
defines an isomorphism ( 1,b

k ) ' M2(k) for any b ∈ k×. If a quaternion algebra B over k is
isomorphic to M2(k) then B is said to be a split algebra, as opposed to the division case.

The example of matrix algebras as quaternion algebras is quite important. In fact, as
it is shown in [Vig80, Corollaire I.2.4], a quaternion algebra over k is isomorphic either to
M2(k) or to a division algebra. In view of this fact, the Hasse invariant of a quaternion
algebra B over k is defined to be

ε(B) =

{
−1 if B is division,

1 if not.

Moreover, this dichotomy can be translated into the theory of quadratic forms, which is
therefore strongly related to that of quaternion algebras. It is not difficult to check (see

[Pie82, §1.6]) that the quaternion algebra B = (a,bk ) is a division algebra if and only if the
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quadratic form ax2 + by2 − z2 = 0 has only the trivial solution x = y = z = 0 in k3. It is
customary to define the Hilbert symbol of the pair (a, b) over k by

(a, b)k =

{
1 if ax2 + by2 − z2 = 0 has non trivial solutions in k3,

−1 if not.

Then, by the above quoted result (a, b)k = ε((a,bk )).

Remark 1.13. As for the relation between quaternion algebras and quadratic forms, there
is a good treatment in [AB04]. From the study of CM points in Shimura curves, a classifi-
cation of binary quadratic forms with algebraic coefficients by arithmetic Fuchsian groups
is presented, recovering Gauss’ theory on the classification of binary quadratic forms with
integral coefficients by the action of the modular group.

Matrix algebras play also an important role in the notion of splitting field: a field ex-
tension K/k is said to be a splitting field for a quaternion algebra B over k if the quaternion
algebra B⊗kK over K obtained by extension of scalars is split (i.e. isomorphic to M2(K)).
By [Vig80, Théorème I.2.8], a quadratic extension K/k splits the algebra B if and only if
K is isomorphic to a maximal subfield of B. If a field K splits the algebra B, then by means
of the natural inclusion B ↪→ B ⊗k K ' M2(K) the reduced trace and the reduced norm
of an element β ∈ B can be computed inside M2(K) as the usual trace and determinant,
respectively.

Given a field k, the problem of classifying the isomorphism classes of quaternion alge-
bras over k naturally arises. In view of the remark after Example 1.12, it suffices to classify
division quaternion algebras over k. Let us give two important examples.

Example 1.14. In 1843, W. R. Hamilton discovered that the real algebra H of rank 4
generated by elements i, j satisfying i2 = j2 = −1, ij = −ji, is a non-commutative division
algebra. In our notation, it corresponds to the quaternion algebra (−1,−1

R ). By the Theorem
of Frobenius ([Vig80, Corollaire I.2.5], [Pie82, Corollary 13.1.c]), the Hamilton quaternion
algebra H is the unique finite-dimensional non-commutative division algebra over R, up to
isomorphism. Therefore, any quaternion algebra over R is isomorphic either to M2(R) or
to H.

Example 1.15. If k is an algebraically closed field, from Wedderburn’s Theorem on the
classification of simple algebras one deduces that every central simple algebra over k is
isomorphic to Mn(k) for some integer n ≥ 1 (see Theorem 2.1.3 and Corollary 2.1.7 in
[GS06]). In particular, the only quaternion algebra over the field C of complex numbers
(up to isomorphism) is M2(C).

2.2. Orders and ideals. The non-commutativity of quaternion algebras make the
theory of orders a little bit more subtle than its analogue in number fields. We present here
the main definitions and results relating orders and ideals in quaternion algebras for later
use. Through the following lines, let R be a Dedekind domain with fraction field k, and let
B be a quaternion algebra over k.

As in the number field case, an element β ∈ B is said to be integral if tr(β),n(β) ∈ R.
But in the case of quaternion algebras it is not true that the set of integral elements of B
is a ring. An easy example is given by the following two matrices in the algebra M2(Q):

A =

(
1
2 −3
1
4

1
2

)
, B =

(
0 1

5
5 0

)
.

Both A and B are integral but neither A+B nor AB is.

Hence, a good way to generalize the notion of order to the context of quaternion
algebras is the following:

Definition 1.16. An order O ⊂ B over R is an R-lattice which is also a ring. Equivalently,
it is a ring of integral elements of B, finitely generated as an R-module and such that
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O⊗R k = B. An order O is said to be a maximal order if it is maximal with respect to the
inclusion. An order O is an Eichler order if it is the intersection of two maximal orders.

Recall that an R-lattice in B is a torsion-free R-module Λ ⊆ B. Then, an R-ideal (or
simply an ideal) is an R-lattice I in B such that I ⊗R k ' B. An ideal is said to be integral
if all its elements are integral. According to the above definition, an order is an ideal which
is also a ring. For example, if {v1, v2, v3, v4} is a k-basis of B, then R[v1, v2, v3, v4] is both
an ideal and an order in B.

For an ideal I of B, its associated left and right orders are defined by

O`(I) = {β ∈ B : βI ⊆ I}, Or(I) = {β ∈ B : Iβ ⊆ I}.
An ideal I is two-sided if O`(I) = Or(I), and it is easy to check that

I is integral ⇐⇒ II ⊆ I ⇐⇒ I ⊆ O`(I),Or(I).

An ideal I is principal if there exists β ∈ B such that I = O`(I)β = βOr(I). For two-sided
ideals I, J , their product IJ can be defined in the usual way, and the inverse of a two-sided
ideal I is defined by I−1 = {β ∈ B : IβI ⊆ I}; it satisfies

II−1 ⊆ O`(I), I−1I ⊆ Or(I).

Two ideals I, J are equivalent on the left if I = βJ for some β ∈ B. As in the number
field case, this is easily shown to be an equivalence relation. Therefore, since orders are
ideals, for an order O we can define Pic`(O) to be the set of left-ideal classes of O. That is,
Pic`(O) is the set of ideals with right order O modulo equivalence on the left. Analogously,
we could define the set Picr(O) as the set of right-classes of left O-ideals, which is in natural
bijection with Pic`(O).

For an order O, |Pic`(O)| is called the class number of O. It is not difficult to show
that all maximal orders have the same class number, so that it makes sense to define the
class number of B as h(B) = |Pic`(O)| for any maximal order O.

Given an order O, we can also conjugate it by an element β ∈ B× to get again an
order. Two orders are said to be of the same type if they are conjugate by some β ∈ B×.
Then, the type number t(B) of B is the number of conjugacy classes of maximal orders of
B. The type number is always less than or equal to the class number, t(B) ≤ h(B).

Now, for an ideal I let n(I) denote the fractional R-ideal generated by the reduced
norms of elements of I. For an order O, the different d(O) is the fractional ideal defined by
d(O) = (O∗)−1, where O∗ = {β ∈ B : tr(βO) ⊆ R}. Then the discriminant D(O) of the
order O is defined as the norm of the different, D(O) = n(d(O)). If {vi} is an R-basis of
the order O, then D(O)2 is the principal ideal R det(tr(vivj)).

2.3. Quaternion algebras over local fields. Now we focus on quaternion algebras
over local fields. Recall that a field k is said to be a local field if it is a finite extension of
one of the following fields:

- R, the field of real numbers,
- Qp, the field of p-adic numbers, for some prime p, or
- Fp[[T ]], the field of formal series in one variable over the finite field Fp of p ele-

ments, for some prime p.

The local fields R and C are called archimedean, while the rest of them are called non-
archimedean.

The classification of quaternion algebras over local fields is particularly simple. From
Example 1.15, the only quaternion algebra over C (up to isomorphism) is the matrix algebra
M2(C). And from Example 1.14, there is only one quaternion division algebra over R up
to isomorphism, namely the Hamilton quaternion algebra H. Being these cases covered,
assume from now on that k is a non-archimedean local field.

As is proved in [Vig80, §I.1], the Theorem of Frobenius extends to the non-archimedean
case, that is, there is only a single quaternion division algebra over k up to isomorphism.
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In order to make precise this statement, we need some notation. We denote by Rk the ring
of integers of k, and we let π be a prime element in Rk, i.e. such that Rk/π is the residue
field of k. We also let Lnr be the unique non-ramified quadratic extension of k inside a
separable closure ks of k. Then, Lnr satisfies:

(a) π is a prime element in Lnr,
(b) R×k = n(R×L ), where RL is the ring of integers of Lnr, and
(c) [RL/π : Rk/π] = 2, where RL/π is the residue field of Lnr.

Then the classification theorem we have announced before admits the following explicit
form (cf. [Vig80, Théorème II.1.3]):

Theorem 1.17. The quaternion algebra H = {Lnr, π} is the unique quaternion division
algebra over k up to isomorphism. Moreover, a finite extension K/k splits H if and only if
its degree [K : k] is even.

This simple classification of quaternion algebras over local fields results in an easy study
of the orders and ideals as well.

Suppose first that B is the split algebra over k, that is, B ' M2(k). Then, we can
think of B as the endomorphism algebra of a two-dimensional k-vector space V and write
B ' End(V ). The maximal orders of End(V ) are the rings End(Λ), where Λ is a complete
Rk-lattice of V , and the ideals of these orders are all of the form Hom(Λ1,Λ2), for Λi
complete Rk-lattices of V . This implies:

Proposition 1.18. All the maximal orders of M2(k) are conjugate to M2(Rk), and the
two-sided ideals of M2(Rk) form a cyclic group generated by the prime ideal M2(Rk)π =
πM2(Rk).

And secondly, assume now that B = H is the unique (up to isomorphism) quaternion
division algebra over k from Theorem 1.17. If v is a discrete valuation of k, then it can be
extended to a discrete valuation w of B by setting w(β) = v(n(β)) for β ∈ B. In this way,
the valuation ring of w is O = {β ∈ B : n(β) ∈ Rk}, which is an order and, since it contains
all the integral elements of B, it is a maximal order.

Proposition 1.19. Let B be a quaternion division algebra over k. Then B contains a
unique maximal order, which is O = {β ∈ B : n(β) ∈ Rk}. In particular, it is also the
unique Eichler order. Moreover, the ideal πRk ramifies: πO = p2, where p is the unique
maximal ideal of O.

2.4. Quaternion algebras over a number field. Now we move on to the case
of number fields (more generally, we could consider the case of global fields). Let F be
a number field, and denote by RF its ring of integers. For each place v of F , choose
embeddings F ↪→ Fv, where Fv stands for the completion of F at v. Recall that the finite
places are in bijection with the prime ideals in RF , the real places correspond to the distinct
real embeddings of F and the complex places correspond to the distinct pairs of conjugate
complex embeddings of F .

If B is a quaternion algebra over F , then we can define Bv := B ⊗F Fv, which is
naturally a quaternion algebra over the local field Fv. Considering these algebras Bv for
all the places v and using the results quoted above, we can study global properties of the
quaternion algebra B.

From Example 1.15, if v is a complex place of F then Bv ' M2(C). Otherwise, if v
is a real or non-archimedean place, then Theorem 1.17 implies that either Bv ' M2(Fv)
or Bv ' Hv, where Hv denotes the unique quaternion division algebra over Fv. This fact
motivates the following definition:

Definition 1.20. Let v be a place of F . It is said that v splits in B if Bv 'M2(Fv), and
it is said that v ramifies in B if Bv is division.

The ramification at the real places will play an important role for us. It is said that
B is totally indefinite over F if no real place ramifies in B, and that B is totally definite



2. QUATERNION ALGEBRAS 15

over F if every real place ramifies in B. For the case F = Q, we just say B is indefinite,
respectively definite, since there is only one real place to check.

Let Ram(B) denote the set of places of F which ramify inB. The following classification
theorem, due to H. Hasse, tells us that this set determines completely B up to isomorphism
(cf. [Vig80, Théorème III.3.1]):

Theorem 1.21 (Hasse). The number |Ram(B)| of ramified places in a quaternion algebra
B over F is even. Moreover, for every finite set S of places of F of even cardinality, there
exists a unique quaternion algebra B over F , up to isomorphism, such that Ram(B) = S.

In other words, the isomorphism class of a quaternion algebra over a number field is
uniquely determined by the (finite) set of ramified places. For a quaternion algebra B over
F , the reduced discriminant D = disc(B) is the product of the finite places in Ram(B).
Hence, we can regard D = p1 · · · ps as an ideal of RF , where p1, . . . , ps are pairwise distinct
prime ideals of RF .

Theorem 1.21 is extremely useful. Not only because it gives a clear and precise classifi-
cation of the quaternion algebras over F , but also because of the quite important corollaries
that can be deduced from it. We now explain briefly some of them (see [Vig80, pp. 75-76]
for details).

The first corollary we want to mention is the so-called Hasse Principle for quadratic
forms, which can be proved using Theorem 1.21:

Corollary 1.22. If f is a quadratic form over a number field F , then f is isotropic over
F if and only if f is isotropic over Fv, for every place v of F .

The next consequence relates the Hilbert symbols (·, ·)v := (·, ·)Fv of the completions
of F , and is known as the reciprocity law of the Hilbert symbol. In fact, the quadratic
reciprocity law can be deduced from it:

Corollary 1.23. Let F be a number field, and for a pair of elements a, b ∈ F× denote by
(a, b)v = (a, b)Fv their Hilbert symbol relative to Fv. Then one has the product formula∏

v

(a, b)v = 1,

where the product is over all the places v of F .

Note that the product in the above formula is in fact a finite product, since by Theorem
1.21 only a finite number of Hilbert symbols are 6= 1. In the case where F = Q, an
application of the last corollary is the computation of the local Hilbert symbols. For a, b ∈ Q
and a prime p 6= 2, the Hilbert symbol (a, b)p is easy computed following the recipe in
[Vig80, p. 37], and then by the product formula

(a, b)2 =
∏
v 6=2

(a, b)v.

From Theorem 1.21 there are also two properties which are important by themselves.
The first one is the parity of the number of ramified places in a quaternion algebra, and the
second one is a characterization of the matrix algebra: a quaternion algebra B over F is
isomorphic to M2(F ) if and only if Bv ' M2(Fv) for every place v of F . These properties
lead to the next two corollaries, regarding the norms in quadratic extensions of F and the
splitting fields for the algebra B.

Corollary 1.24. Let F be a number field, L/F a quadratic extension and θ ∈ F×. Then
θ is the norm of an element in L if and only if θ is a norm of an element in Lv := L⊗ Fv
for every place v of F , except for possibly one.

Corollary 1.25. Let B be a quaternion algebra over a number field F . A finite field
extension L/F is a splitting field for B if and only if Lw is a splitting field for Bv, for every
place w|v of L.
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Before moving into orders and ideals, let us quote an important result characterizing
the quadratic subfields of B:

Theorem 1.26. A quadratic extension L/F is a subfield of the quaternion algebra B if and
only if Lv = L⊗ Fv is a field for every v ∈ Ram(B).

Behind the proof of all these results, there is the idea of working “adellically”. For the
study of orders and ideals it is also the key tool, so that we describe it briefly.

Start by choosing a finite set S of places of F , including the infinite ones, and let

R = R(S) =
⋂
v 6∈S

(Rv ∩ F ),

where Rv := RF,v. Then R is a Dedekind domain, and should be regarded as the ring of
elements which are integral outside S.

Then consider the general situation in which we are given a locally compact group Gv
for each place v of F , and for every place v 6∈ S we are also given a compact open subgroup
Cv of Gv.

Definition 1.27. With the above notations, the restricted product GA of the groups Gv
with respect to the subgroups Cv is

GA = {x = (xv) ∈
∏
v

Gv : xv ∈ Cv for almost all v 6∈ S}.

The group GA can be endowed with a topology for which it becomes a locally compact
topological group, which moreover do not depend on S. This situation arises when G is an
algebraic group defined over F . Then, Gv is the set G(Fv) of Fv-rational points, and Cv is
defined to be the set G(Rv) for v outside a finite set S of places of F . Then, the group GA
is called the group of adèles of G.

Example 1.28. The ring of adèles AF of F arises in this way when choosing Gv = Fv,
S =∞ the set of infinite places and Cv = Rv. The group of the invertible elements in AF
is the group of idèles A×F of F , and arises by choosing Gv = F×v , S =∞ and Cv = R×v .

Example 1.29. A quaternion algebra B over F also gives rise to some groups of adèles in
a similar way. The ring of adèles BA of B is defined by choosing Gv = Bv, S ⊇ ∞ and
Cv = Ov, where O is an order of B over the ring R = R(S) and Ov = O⊗RRv. Then BA is

isomorphic to the tensor product AF ⊗F B. As it is expected, the group B×A of invertible
elements of BA is obtained by setting Gv = B×v , S ⊇ ∞ and Cv = O×v .

Now fix the set S of places of the number field F , containing the infinite ones. If
S =∞, then note that R = R∞ is the ring of integers RF of F .

In order to use the local properties of ideals and orders, if Y is an R-lattice of B, then
put Yv = Y ⊗R Rv. When v ∈ S, then Rv = Fv and Yv = Bv. The key point is that the
R-lattice Y is uniquely determined by the local lattices (Yv)v 6∈S (see [Vig80, Proposition
III.5.1]). Therefore, we have a notion of local property concerning ideals (lattices). Namely,
a property ? is local if an ideal I satisfies ? if and only if Iv satisfies ? for every v 6∈ S.
Examples of local properties of ideals are: being an ideal, being an integral ideal, being an
order, being a maximal order, among others.

However, the property of being a principal ideal is not a local property, and this is one
of the main reasons for working in the adelic language. An R-lattice Y will be replaced by
its localizations (Yv)v 6∈S and we will write

YA =
∏
v

Yv, with Yv = Bv if v ∈ S.

We now consider maximal orders in B. Since the ideals whose left and right orders are
maximal are locally principal ([Vig80, p. 86]), we assume that all the ideals considered are
locally principal. Fixed a maximal order O of B, we can associate to it the following adelic
objects:
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(i) OA, the ring of adèles of O,
(ii) O×A , the group of units of OA,

(iii) N(OA), the normalizer of OA inside B×A .

Then, by means of the map (xv) ∈ B×A 7→ I, where I is the ideal such that Iv = Ovxv
if 6∈ S, the set of left O-ideals is in bijection with O×A \ B

×
A . Hence, the set of two-sided

O-ideals is in bijection with O×A \N(OA). As for the maximal orders, they are in bijection

with N(OA)/B×A : just send an element (xv) ∈ B×A to the order O′ such that O′v = x−1
v Ovxv

for v 6∈ S.

In this manner, the following global-adelic dictionary is obtained:

left O-ideals ↔ O×A \B
×
A ,

two-sided O-ideals ↔ O×A \N(OA),

maximal orders ↔ N(OA)/B×A ,

Pic`(O) ↔ O×A \B
×
A /B

×,

types of maximal orders ↔ B× \B×A /N(OA).

In analogy to the commutative theory, it seems natural to expect these sets to be finite,
and related to the class number of F , namely the order of R×F,A \AF /F×. Indeed, the study
of the above coset interpretation in the adelic language of maximal orders leads us to the
finiteness of the class number:

Theorem 1.30. Let O be a maximal order in B. Then Pic`(O) is finite, hence the class
number and the type number of B are finite.

Nevertheless, in some cases we can go a step further. Let FB be the set of elements in
F which are positive at the real places ramifying in B. By the Norm Theorem (see [Vig80,
Théorème III.4.1]), FB = n(B). Denote also by PB the subgroup of the group Frac(F ) of
fractional ideals of F consisting on the principal ideals generated by an element of FB , and
let hB be the order of the quotient Frac(F )/PB . Note that h(F ) ≤ hB ≤ h+(F ), where
h(F ) and h+(F ) stand for the class number and the narrow class number of F , respectively.

Then, the reduced norm induces a map between double coset spaces

O×A \B
×
A /B−→R

×
A \ A

×
F /FB .

This map is shown to be a bijection, using the Strong Approximation Theorem (see [Vig80,
III.4.3]) for injectivity, and leads to the following result, which is a consequence of a Theorem
due to M. Eichler:

Theorem 1.31. Let O be a maximal order of a not totally definite quaternion algebra B
over F . The reduced norm induces a bijection Pic`(O) → Frac(F )/PB. In particular, the
class number of B is hB.

When B is a totally indefinite quaternion algebra, the condition defining PB is empty,
so that PB = P , the group of principal ideals of F , and hB = h(F ) coincides with the class
number of F . If moreover B is a rational quaternion algebra, since h(Q) = 1:

Corollary 1.32. The class number of an indefinite rational quaternion algebra is 1. More-
over, all maximal orders in an indefinite rational quaternion algebra are conjugate.

3. The Brauer group of a field

We introduce the Brauer group Br(k) of a field k in terms of central simple algebras,
recalling the basic definitions and relating the group Br(k) to the second Galois cohomology
group H2(Gal (k̄/k), k̄×). We also state the main theorems describing the Brauer group of
certain families of fields. For a detailed treatment of the Brauer group of a field, see [Pie82]
and [GS06], for example.
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Recall that a k-algebra A is said to be central if its center is Z(A) = k, and it is called
simple if it contains no proper two-sided ideals other than 0. Denote by CSk the set of
finite-dimensional central simple algebras over k. In this set, the matrix algebras play an
important role, as the next proposition shows.

Proposition 1.33. For a k-algebra A, the following are equivalent:

(i) A is a finite-dimensional central simple algebra over k.
(ii) The k̄-algebra A⊗k k̄ is isomorphic to Mn(k̄) for some n ≥ 1.

(iii) The ks-algebra A⊗k ks is isomorphic to Mn(ks) for some n ≥ 1.
(iv) (Wedderburn’s Theorem) There is a k-algebra isomorphism A ' Mr(D) for some

integer r ≥ 1 and some finite-dimensional central division algebra D over k. Here,
the integer r and the isomorphism class of D are uniquely determined.

Moreover, if A ∈ CSk then Aop ∈ CSk, where Aop denotes the opposite algebra of A,
and for any field extension L/k, A⊗k L ∈ CSL. And if B ∈ CSk is another central simple
algebra over k, then we have A⊗kB ∈ CSk. These properties make us think about a group
structure in CSk, for which we have to define first an equivalence relation. For A,B ∈ CSk,
we say that A and B are similar, and we write A ∼ B, if one of the following equivalent
conditions hold:

(S1) there are integers m,n ≥ 1 and a division algebra D ∈ CSk such that A ' Mm(D)
and B ' Mn(D);

(S2) there are integers m,n ≥ 1 such that Mm(A) ' Mn(B) as k-algebras.

The relation ∼ defines an equivalence relation in the set CSk, and then we can denote
the quotient by

Br(k) := CSk/ ∼ .

The operations A,B 7→ A⊗k B and A 7→ Aop on CSk induce the multiplication and inverse
maps for a group structure on Br(k). Moreover, the similarity class of k as a k-algebra
(which is also the class of the matrix algebras Mn(k)) is the identity element for these
operations. It turns out that Br(k) is an abelian group, called the Brauer group of k. One
can also define Br(k) as the set of isomorphism classes of finite-dimensional central division
algebras over k, and a slightly different operation gives also a group structure on Br(k).

As for the extension of scalars, if A is a central simple algebra over k and L/k is a field
extension then the map A 7→ A⊗k L ∈ CSL induces a group homomorphism

Br(k)→ Br(L),

so that Br is a covariant functor from the category of fields to the category of abelian groups.
The kernel of the above map is denoted by Br(L/k), and it is called the Brauer group of k
relative to L. By definition, if A ∈ Br(L/k) then A⊗k L is similar to a matrix algebra over
L.

Definition 1.34. A field L containing k is said to be a splitting field of a central simple
algebra A over k (or L splits A, for short) if A ∈ Br(L/k).

It is well-known that every maximal subfield of a central simple algebra A over k splits
A. For example, every quadratic extension K/k which is a subfield of a quaternion algebra
B over k splits B. It is also a well-known fact that every central simple algebra A over k
has a maximal subfield which is separable over k, and this implies the following important
consequence:

Proposition 1.35. The Brauer group of k admits a decomposition

Br(k) =
⋃

Br(L/k),

where L runs over the finite Galois extensions of k in k̄.
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Now, this decomposition makes the cohomological interpretation for Br(k) easier.
Assume that k is a perfect field and let L/k be a finite Galois extension. Consider
L× as a discrete Gal (L/k)-module via the Galois action, and choose a two-cocycle c ∈
Z2(Gal (L/k), L×). If Ac denotes the free L-module with basis {eσ}σ∈Gal (L/k), a product
in Ac can be defined by setting

• eσx = σxeσ for x ∈ L and σ ∈ Gal (L/k),
• eσeτ = c(σ, τ)eστ , for σ, τ ∈ Gal (L/k).

This operation makes Ac into a ring, which is in fact a central simple algebra over k
containing L as a maximal subfield. In the classical notation, the algebra Ac obtained in
this way is called the crossed product of L and Gal (L/k) relative to c, and denoted by
(L,Gal (L/k), c). Then, the class of Ac in Br(k) lies in Br(L/k). Moreover, if c′ is a two-
cocycle defining the same cohomology class as c, then Ac′ and Ac are similar central simple
k-algebras. Therefore, there is a well-defined map

H2(Gal (L/k), L×)−→Br(L/k), [c] 7−→ [Ac].

It can be shown that this map is in fact an isomorphism and, by taking direct limits over
L it follows that:

Theorem 1.36. There is a group isomorphism

Br(k) ' H2(Gal (k̄/k), k̄×).

In particular,

Corollary 1.37. The Brauer group Br(k) is a torsion group.

Remark 1.38. There is also available a cohomological interpretation of the Brauer group
Br(k) involving the first cohomology sets H1(Gal (ks/k),PGLn(ks)), since a central simple
k-algebra of dimension n2 is a twisted form of the matrix algebra Mn(k). More precisely,
for each integer r ≥ 1 there exists an injection (see [Poo, Proposition 1.4.5])

{central simple k-algebras of dimension r2}
k-isomorphism

↪→ H1(Gal (ks/k),PGLr(k
s)).

Finally, we state some known results describing the Brauer group of certain fields. In
general, computing the Brauer group of a field is not an easy task. However, for some
families of fields the Brauer group is known to be trivial:

Theorem 1.39 (Wedderburn). If k is a finite field, then Br(k) = 0.

Theorem 1.40 (Tsen). If k is a field of transcendence degree one, then Br(k) = 0.

The case of local fields is also well understood. As we have quoted before, the Brauer
group of a field k can also be interpreted as classifying central division algebras over k.
Hence, from examples 1.14 and 1.15 we know that the Brauer group of R has only two
elements, and the Brauer group of C is trivial. As for a non-archimedean local field k,
the Brauer group of k relative to the unique unramified extension of k of degree n (in a
fixed separable closure) is isomorphic to the cyclic group Z/nZ. All this picture can be
summarized in the following theorem:

Theorem 1.41. Let k be a local field. Then,

(a) There is an injective group homomorphism inv : Br(k)→ Q/Z whose image is
1
2Z/Z if k = R,
0 if k = C,
Q/Z otherwise.
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(b) For any finite extension L of k, the diagram

Br(k)
inv
> Q/Z

Br(L)
∨

inv
> Q/Z

[L:k]
∨

commutes.

Finally, if k is a global field, the above theorem can be used to describe the Brauer
group of the completions kv at the places v of k, and all this information can be put together
to give a description of Br(k) as the next theorem shows:

Theorem 1.42. Let k be a global field. For each place v of k, denote by kv the completion
of k at v, and let invv : Br(kv)→ Q/Z be the injection associated to the local field kv from
the above theorem. Then,

(a) The sequence

0−→Br(k)−→
⊕
v

Br(kv)
∑

invv−→ Q/Z−→0

is exact, where the second arrow is induced by the inclusions k ↪→ kv.
(b) For any finite extension L of k, the diagram

0 > Br(k) >
⊕
v

Br(kv)
∑

invv
> Q/Z > 0

0 > Br(L)
∨

>
⊕
v

⊕
w|v

Br(Lw)

∨ ∑
invw
> Q/Z

[L:k]
∨

> 0

commutes.



Chapter 2

Quaternionic Shimura varieties and
Atkin-Lehner quotients

Shimura varieties can be thought as higher-dimensional analogues of modular curves,
arising as quotients of a Hermitian symmetric space by a congruence subgroup of a reductive
algebraic group defined over Q. Some special instances of these varieties were originally
introduced by G. Shimura in his foundational papers in the 1960s ([Shi63], [Shi67]), while
he was pursuing generalizations of the reciprocity law of complex multiplication theory.

It is fair to mention that the term “Shimura variety” was later introduced by P. Deligne
([Del71]), who created an axiomatic framework for the ideas of Shimura. In Deligne’s
formulation, Shimura varieties parametrize certain types of Hodge structures. As well as
modular curves are moduli spaces for elliptic curves with level structure, Shimura varieties
generalize them to higher dimension.

In this chapter, we consider a particular case of Shimura varieties. Namely, those
that are defined by a totally indefinite quaternion algebra over a totally real number field.
We call them quaternionic Shimura varieties, and they are introduced in the first section.
These Shimura varieties parametrize abelian varieties with quaternionic multiplication. In
the next section, the Atkin-Lehner group of a quaternionic maximal order is studied. This
is a group of rational involutions on the Shimura variety, and a moduli interpretation is
also available for their action, which is analyzed in the later sections following the work in
[Rot04b] and with special attention to the case of twisting involutions, in which we are
particularly interested.

Throughout this chapter, F will be a totally real number field of degree n = [F : Q],
and RF will stand for its ring of integers. Let also B be a totally indefinite quaternion
algebra over F , so that B ⊗F Fv ' M2(Fv) for every archimedean place v of F . The
reduced discriminant of B is denoted by D = disc(B) = p1 · · · p2r, where the pi are pairwise
distinct prime ideals of RF . Since F = Q corresponds to the case of Shimura curves and we
will restrict to them after this chapter, we particularize to this case most of the definitions
and results, and some examples are given.

1. The Shimura variety XB

Fix a triplet (O, I, %), where O is a maximal order in B, I is a left O-ideal (or rather
its class in Pic`(O)) and % is a positive (anti-)involution on B. Such a triplet is called a
quaternionic datum.

Remark 2.1. By the Noether-Skolem Theorem (see [Pie82, §12.6]), % is conjugate to the
canonical involution on B, which we denote by β 7→ β̄. Hence, there exists µ ∈ B× such
that β% = µ−1β̄µ for all β ∈ B. Moreover, the positiveness of % implies (see [Rot03]) that
tr(µ) = 0 and n(µ) ∈ F×+ , so that µ satisfies an equation of the form µ2 + δ = 0 for some

21
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δ ∈ F×+ . Since this element µ is determined up to multiplication by units of F , we can
denote % also by %µ.

Definition 2.2. A polarized abelian variety with quaternionic multiplication by (O, I, %)
(or with QM by O, for short) is a triplet (A, ι,L) where

• A is an abelian variety of dimension g = 2n,
• ι : O ↪→ End(A) is a ring monomorphism such that H1(A,Z) ' I as left O-

modules,
• L is a primitive polarization on A such that the Rosati involution ′ defined by L

on End0(A) = End(A)⊗Z Q restricts to % in ι(O), i.e. ′ |ι(O) = % ◦ ι.

With this definition, an isomorphism between two polarized abelian varieties (A1, ι1,L1)
and (A2, ι2,L2) with QM by O is just an isomorphism α : A1 → A2 of the underlying abelian
varieties such that αι1(β) = ι2(β)α for every β ∈ O and α∗(L2) = L1. In particular, the
following diagram must commute for every β ∈ O:

A1
α //

ι1(β)

��

A2

ι2(β)

��
A1

α // A2

Then, attached to the quaternionic datum (O, I, %) there is the moduli problem over
Q of classifying isomorphism classes of polarized abelian varieties with QM by O. By the
work of Shimura, it is known that the moduli functor corresponding to this moduli problem
is coarsely represented by an irreducible and reduced quasi-projective scheme XB/Q =
X(O,I,%)/Q over Q of dimension n. Moreover, if B is division then it is a complete variety
(see [Shi63], [Shi67]).

Definition 2.3. X(O,I,%) is the Shimura variety defined by the quaternionic datum (O, I, %).
If (O, I, %) is understood, we write XB for its model over Q given by Shimura and we say
that it is the Shimura variety defined by B.

Remark 2.4. When B ' M2(F ) is the split algebra, the varieties XB are the classical
Hilbert-Blumenthal modular varieties. These are non-complete, but some suitable compact-
ifications can be constructed at the cost of producing new singularities (the cusps). The
one-dimensional case corresponds to the case of modular curves, which have been extremely
important in the last years.

On the other hand, if B is division, as we have quoted the varieties XB are already
projective. Although this might seem to be an advantage, this fact makes the study of the
arithmetic of XB highly difficult, since in the Hilbert-Blumenthal case much of it is encoded
in the added cusps.

As complex manifolds, the varieties XB can be described as quotients of bounded
symmetric domains by congruence subgroups acting on them and, by the work of W. L.
Baily and A. Borel ([BB66]), they become quasi-projective complex algebraic varieties.
More precisely, the complex manifold XB(C) can be constructed as the quotient of n copies
of the Poincaré’s upper half plane H = {z ∈ C : Im(z) > 0} by the action of a discontinuous
group. Indeed, since B is totally indefinite we can choose an embedding B ↪→ B ⊗Q R '
M2(R) ⊕ · · · ⊕M2(R), and the group O1 = {γ ∈ O× : n(γ) = 1} can be identified with
its image ΓB under this embedding, which is a discrete subgroup of SL2(R)n. An element
γ = (γ1, . . . , γn) ∈ ΓB acts on the cartesian product Hn by Moebius transformations:

γ · (τ1, . . . , τn)t =

(
a1τ1 + b1
c1τ1 + d1

, . . . ,
anτn + bn
cnτn + dn

)t
, where γi =

(
ai bi
ci di

)
∈ SL2(R).

Then

(3) XB(C) ' ΓB \ Hn.
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From this analytic approach, the quotient ΓB \ Hn can also be shown to be compact when
B is division (see [Kat92, Theorem 5.4.1], [BHC62]).

Being a solution to the above moduli problem, the complex points of XB (or equiva-
lently, the ΓB-orbits of Hn) can be interpreted clearly in the following way:

XB(C) = {(A, ι,L)/C abelian variety with QM by O}/'.
This moduli interpretation admits a uniformization map described in the next proposition.

Proposition 2.5. There is a uniformization map

Hn −→ XB(C)

τ = (τ1, . . . , τn) 7−→ [(Aτ , ιτ ,Lτ )]

realizing the isomorphism (3).

Sketch of proof. First we show how to attach to a point τ ∈ Hn an abelian variety
with QM by (O, I, %). By means of the isomorphism B⊗QR ' M2(R)n, B acts naturally on
C2n, so that defining vτ = (τ1, 1, . . . , τn, 1)t ∈ C2n, Λ = I · vτ is a full lattice in C2n. Hence,
Aτ = C2n/Λ is a complex torus of dimension g = 2n, and being I a left O-ideal, the O-
action on C2n preserves Λ and therefore induces a ring homomorphism ιτ : O ↪→ End(Aτ ).
Moreover, from the isomorphism Λ ' H1(Aτ ,Z) we get I ' H1(Aτ ,Z) as left O-modules.
Hence, it suffices to define a primitive polarization Lτ on A whose induced Rosati involution
is compatible with % = %µ. By Remark 2.1, we can choose µ ∈ O such that µ + n(µ) = 0
with n(µ) ∈ RF+ square-free. As it is well-known, to give a polarization Lτ on Aτ = C2n/Λ
amounts to give a Riemann form Eτ : C2n×C2n → R, namely an alternate R-bilinear form
which is integral when restricted to Λ, satisfying the relation

Eτ (
√
−1u,

√
−1v) = Eτ (u, v) for all u, v ∈ C2n

and whose associated hermitian form H(u, v) = Eτ (
√
−1u, v) +

√
−1Eτ (u, v) is positive

definite. These conditions are checked to be true for the form

Eτ : C2n × C2n −→ R,
(u, v) 7−→ Eτ (u, v) = trB⊗QR/R(µγβ̄),

where γ, β ∈ B ⊗Q R ' M2(R)n are elements such that u = γ · vτ and v = β · vτ . For
example, the fact that Eτ is alternate follows from the fact that tr(µ) = 0.

As for the compatibility, recall that with this description of Lτ , its Rosati involution ′

on End0(Aτ ) is characterized by satisfying Eτ (u, ψv) = Eτ (ψ′u, v), for any ψ ∈ End0(Aτ )
and u, v ∈ C2n. So we must check that

Eτ (u, ψv) = Eτ (ψ%u, v) for any ψ ∈ O, u, v ∈ C2n.

But if we put u = γ · vτ and v = β · vτ for some γ, β ∈ B⊗Q R ' M2(R)n, just applying the
definitions we get

Eτ (u, ψv) = Eτ (γ · vτ , ψβ · vτ ) = tr(µγψβ) = tr(µγβ̄ψ̄) = tr(ψ̄µγβ̄) =

= tr(µµ−1ψ̄µγβ̄) = Eτ (µ−1ψ̄µγ · vτ , β · vτ ) = Eτ (ψ%u, v).

Conversely, we must show that any QM-abelian variety (A, ι,L) is isomorphic to one
of the form (Aτ , ιτ ,Lτ ) for some τ ∈ Hn and that any two isomorphic QM-abelian varieties
are represented by ΓB-equivalent points in Hn.

For the first statement, let (A, ι,L)/C be a QM-abelian variety. As a complex manifold,
we can write A(C) ' C2n/Λ, where Λ is a full lattice in C2n that can be identified with the
first homology group H1(A,Z). Hence, by asking A to admit an embedding ι : O → End(A)
such that H1(A,Z) ' I as O-modules, we are imposing that Λ is isomorphic to I as O-
modules. Furthermore, Λ ⊗ Q is then a left B-module of the same rank over Q as B, so
since every left B-module is free there exists a vector v ∈ C2n such that Λ ⊗ Q = B · v,
and hence Λ = I · v. Moreover, using the analytic and rational representations ([BL92,
§1.2]) it is possible to show that in a suitable basis the element v can be chosen of the



24 2. QUATERNIONIC SHIMURA VARIETIES AND ATKIN-LEHNER QUOTIENTS

form (τ1, 1, . . . , τn, 1)t with τi ∈ H. Then, if we write τ = (τ1, . . . , τn) ∈ Hn we have
A ' Aτ := C2n/I · vτ , where we set vτ = (τ1, 1, . . . , τn, 1)t. Once we have this, it is clear
that the isomorphism identifying the lattice Λ with I · vτ transforms ι into ιτ , since an
endomorphism of A is completely determined by its action on the lattice Λ ' I ·vτ . At this
point, we can assume that the given QM-abelian surface is (Aτ , ιτ ,L), and it remains to
show that L = Lτ . Equivalently, we can show that the Riemann form E : C2n × C2n → R
corresponding to L is Eτ . On the one hand, observe that the linear map B → Q given
by β 7→ E(β · vτ , vτ ) is a trace form on B, hence by the non-degeneracy of trB/Q there
exists a unique α ∈ B such that E(β · vτ , vτ ) = trB/Q(αβ) for any β ∈ B. On the
other hand, since the Rosati involution induced by L restricts to % on O, it follows that
E(vτ , β ·vτ ) = E(β% ·vτ , vτ ) = tr(αµ−1β̄µ), which implies that α = µ. Then, if for u, v ∈ C2n

we choose as before γ, β ∈ B ⊗Q R ' M2(R)n such that u = γ · vτ and v = β · vτ , then

E(u, v) = E(γ · vτ , β · vτ ) = E(β%γ · vτ , vτ ) = trB⊗QR(µγβ̄) = Eτ (u, v).

Finally, an isomorphism (Aτ , ιτ ,Lτ ) ' (Aτ ′ , ιτ ′ ,Lτ ′) between QM-abelian varieties
corresponding to points τ, τ ′ ∈ Hn, respectively, is easily seen to be given by an element
γ ∈ ΓB sending τ to τ ′. ut

As we are interested in the rational points of XB over non-algebraically closed fields,
recall that being XB/Q a moduli variety the description of XB(k) for a field k containing
Q involves the notion of field of moduli:

Definition 2.6. Suppose that (A, ι,L) is an abelian variety with QM defined over an alge-
braic closure k̄ of a field k of characteristic zero. Then the field of moduli of (A, ι,L) is the
fixed field M(A, ι,L) = k̄H by the subgroup

H = {σ ∈ Gal (k̄/k) : σ(A, ι,L) ' (A, ι,L)} ⊆ Gal (k̄/k).

Note that here the isomorphism between σ(A, ι,L) and (A, ι,L) is required to be an
isomorphism of QM-abelian varieties in the sense explained after Definition 2.2, not just an
isomorphism of the underlying abelian varieties. Then, by moduli considerations, for a field
extension k ⊆ K ⊆ k̄ the K-rational points of XB can be described as follows:

XB(K) =

 (A, ι,L) is an abelian variety with QM
(A, ι,L) by (O, I, %) defined over k̄ and such that

K contains the field of moduli of (A, ι,L)


/'

.

Remark 2.7. From the definition it is clear that the field of moduli M(A, ι,L) of (A, ι,L)
is contained in every field of definition of (A, ι,L), but this does not implies that (A, ι,L)
admits a model rational over M(A, ι,L). Thus, the points of XB(K) corresponding to
abelian varieties with QM by O which are defined over K (this means in particular that
ι : O ↪→ EndK(A) and L contains a divisor rational over K) form a possibly strict subset of
XB(K). In fact, while for every elliptic curve over Q̄ the field of moduli is a field of definition,
a theorem of Shimura states that for a generic principally polarized abelian variety over Q̄
of even dimension, the field of moduli is not a field of definition (see [Shi72]).

1.1. Shimura curves. Suppose that B is an indefinite quaternion algebra over Q,
which corresponds to the case n = 1 above, let O ⊆ B be a maximal order and % a positive
involution on B, which as before has to be conjugate to the canonical conjugation.

Now the left O-ideal I in the quaternionic datum becomes superfluous, since by Corol-
lary 1.32 the only class in Pic`(O) is the trivial one. Moreover, also by Corollary 1.32 all
maximal orders in B are conjugate, and this implies that for two distinct choices O,O′ of
a maximal order in B the corresponding Shimura curves are isomorphic. Therefore, the
Shimura curve XB is now determined by the datum (B,O, %). Note also that since the in-
volution % is conjugated to the canonical involution in B, from these observations it follows
that (B,O, %) is essentially determined by B, and therefore the notation XB makes sense.

Then, we can adapt the general definition of QM-abelian variety to this case as follows:
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Definition 2.8. An abelian surface with quaternionic multiplication by (B,O, %) (or with
QM by O, for short), is a triplet (A, ι, [L]) where

• A is an abelian surface (i.e. an abelian variety of dimension 2),
• ι : O ↪→ End(A) is a ring monomorphism,
• [L] is a weak polarization on A such that the Rosati involution ′ defined by [L] on

End0(A) = End(A)⊗Z Q restricts to % in ι(O), i.e. ′ |ι(O) = % ◦ ι,

We need to explain why we consider a weak polarization instead of an actual polariza-
tion. First of all, given two polarizations L,L′ on A, consider the corresponding isogenies
ϕL, ϕL′ : A → A∨. The polarizations L and L′ are said to be Q-equivalent if there exists
c ∈ Q× such that ϕL′ = c · ϕL in Hom(A,A∨) ⊗Z Q. Then, a weak polarization on A is
a Q-equivalence class of polarizations, and [L] denotes the weak polarization defined by L.
Since the Rosati involution associated to a polarization L depends only on its Q-equivalence
class [L], the above definition of QM-abelian surface makes sense.

Then, identifying a point τ ∈ H with its class in ΓB \ H, the uniformization map
described by Shimura leads to a one-to-one correspondence

τ ∈ O1 \ H 7→ [(Aτ , ιτ , [Lτ ])] ∈ XB(C) where

• Aτ = C2/O · vτ with vτ = (τ, 1)t,
• ιτ : O ↪→ End(Aτ ) is the natural map,
• Lτ is the polarization induced by the Riemann form Eτ given by

Eτ (x · vτ , y · vτ ) = tr(µxȳ), for x, y ∈ O.
The key point is that by a result of J. S. Milne (see [Mil79]), the weak polarization [L]

of a QM-abelian surface (A, ι, [L]) is completely determined by the datum (B,O, %). More
precisely:

Proposition 2.9 (Milne). Suppose (B,O, %) is as above, and let A be an abelian surface
equipped with an injection ι : O ↪→ End(A). Then there is a unique weak polarization [L]
on A such that (A, ι, [L]) is a QM-abelian surface with respect to (B,O, %).

As a consequence, from now on we will often consider QM-abelian surfaces just as pairs
(A, ι), dropping the weak polarization off. The difference in the higher-dimensional case is
that one needs to single out a polarization.

Then, given two QM-abelian surfaces (A1, ι1) and (A2, ι2) with respect to the same

datum (B,O, %), an isomorphism (A1, ιi)
'→ (A2, ι2) is an isomorphism α : A1 → A2 of the

underlying abelian surfaces such that αι1(β) = ι2(β)α for every β ∈ O. The condition on
the corresponding unique weak polarizations is automatically satisfied. Therefore, the field
of moduli M(A, ι) of a QM-abelian surface (A, ι) defined over the algebraic closure k̄ of a
field k of characteristic zero is defined as before: it is the fixed field k̄H by the subgroup

H = {σ ∈ Gal (k̄/k) : σ(A, ι) ' (A, ι)} ⊆ Gal (k̄/k).

And analogously, for a field extension k ⊆ K ⊆ k̄, the K-rational points of the curve
XB can be described as

XB(K) =

 (A, ι) is an abelian surface with QM
(A, ι) by (B,O, %) defined over k̄ and such that

K contains the field of moduli of (A, ι)


/'

.

By a theorem of Jordan (see [Jor86, Theorem 1.1] or Theorem 4.2 below), an abelian
surface (A, ι) with quaternionic multiplication corresponding to a point P ∈ XB(K) admits
a model rational over K if and only if K splits the quaternion algebra B.

Example 2.10. Let B = B6 be the rational quaternion division algebra of discriminant
6. An equation for the canonical model of XB over Q was found by A. Kurihara, and it is
x2 + y2 + 3 = 0. Directly from this equation we see that (

√
−7, 2) ∈ XB(Q(

√
−7)). This

implies the existence of an abelian surface (A, ι) with quaternionic multiplication by B with
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Q(
√
−7) as field of moduli. But this abelian surface cannot admit a model rational over

Q(
√
−7) according to Jordan’s result, since Q(

√
−7) does not split B.

Remark 2.11. Although we have presented here only the basic notions about Shimura
curves, there are many interesting topics regarding them. There is a good treatment of the
arithmetic concerning Shimura curves in Jordan’s PhD. Thesis [Jor81]. And, from a differ-
ent point of view, for example, there is the problem of computing hyperbolic fundamental
domains for Shimura curves (see, e.g., [AB04], [Als00]).

2. The Atkin-Lehner group of O
We keep the notations of the previous section, and we still fix a quaternionic datum

(O, I, %) and consider the Shimura curve XB attached to it. We denote by Pic(F ) the
class group of fractional ideals of F up to principal ideals and, similarly, Pic+(F ) stands for
the narrow class group of fractional ideals of F up to totally positive principal ideals aRF ,
a ∈ F×+ .

Define the groups O× ⊇ O×+ ⊇ O1 of units in O, units in O of totally positive reduced
norm and units in O of reduced norm 1, respectively. By the Hasse-Schilling-Mass Theorem
([Vig80, p. 90]), there is an exact sequence

1→ O1 → O×+
n→ R×F,+ → 1.

Fixed the notations, in order to motivate the definition of the Atkin-Lehner groups,
let us explain from the isomorphism (3) how the Shimura variety comes naturally equipped
with a special family of automorphisms. Recall that by the Noether-Skolem Theorem, the
group of automorphisms of O is NormB×(O)/F×, where NormB×(O) is the normalizer of
O in B×. Under the embedding B ↪→ B ⊗Q R ' M2(R)n, the group B×+ of units in B

of totally positive reduced norm can be regarded as a subgroup of GL+
2 (R)n. Then, an

element α ∈ B×+ acts by Moebius transformations on Hn, and its action descends to an

action on XB(C) ' ΓB \ Hn if and only if α ∈ NormB×+
(O1), the normalizer of O1 in B×+ .

Since NormB×+
(O) ⊆ NormB×+

(O1), it is then natural to consider the following groups:

Definition 2.12. The Atkin-Lehner group W of O is defined to be

W = NormB×(O)/F×O×,
and the positive Atkin-Lehner groups are

W+ = NormB×+
(O)/F×O×+ and W 1 = NormB×+

(O)/F×O1.

The Atkin-Lehner group W can be identified with the group of principal two-sided
O-ideals under the map ω 7→ O · ω, and it is a finite abelian 2-group. Indeed, the reduced
norm n : B× → F× induces an isomorphism (see [Vig80, Théorème III.5.7])

W ' (Z/2Z)t, for some t ≤ 2r,

and any class [ω] ∈ W can be represented by an element ω ∈ O whose reduced norm
n(ω) is supported at the prime ideals p dividing D. Besides, the group W+ may and will
be regarded as the subgroup W+ = {[ω] ∈ W : n(ω) ∈ F×+ } of W , being the full W if
Pic+(F ) ' Pic(F ). By the exact sequence written above, we obtain the exact sequence

1→ R×F,+/R
×2
F →W 1 →W+ → 1,

where a totally positive unit u ∈ R×F,+ is mapped to any αu ∈ O×+ with n(αu) = u. In this
way,

W 1 ' R×F,+/R
×2
F ×W+ ' (Z/2Z)s, for some s ≤ (n− 1) + 2r,

where the bound for s follows from Dirichlet’s Unit Theorem (see [Neu99, p. 42]) and the
inclusion W+ ⊆W .

The action of the positive Atkin-Lehner group W 1 can be interpreted in terms of mod-
uli, as is done in [Jor81] for the case of curves and in [Rot04b] for the general case. This
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interpretation relies on the fact that W 1 can be regarded as a subgroup of automorphisms
of the Shimura variety XB , as follows from the motivation above: the action of B×+ on Hn

descends to a free action of W 1 on XB(C), for any choice of the left O-ideal I and the
positive involution %. Since all the (nontrivial) elements of W 1 have order two:

Definition 2.13. The Atkin-Lehner involutions of XB are the involutions defined by the el-
ements [ω] ∈W 1 in the way explained above. By slight abuse of notation, we will sometimes
consider the elements in W 1 as involutions.

So fix [ω] ∈ W 1 an Atkin-Lehner involution which, for ease of notation we identify
with a representative ω of it, and let P = [(A, ι,L)] be the isomorphism class of a polarized
abelian variety with QM by O (i.e. a closed point of XB). Then, using the uniformization
map described before, the action of ω ∈W 1 keeps the isomorphism class of the underlying
abelian variety A, but it conjugates the QM structure ι : O ↪→ End(A) and switches the
polarization L. More precisely, ω(P ) = [(A, ιω,Lω)] where ιω : O ↪→ End(A) is given by
β 7→ ω−1ι(β)ω and Lω := 1

n(ω)ω
∗(L). In terms of the first Chern class of L, regarded as an

alternate bilinear form E : V × V → R, with V = Lie(A(C)), we have that Eω is given by

(u, v) 7−→ E((ω/n(ω))(u), ω(v)).

The action of ω described in this way is independent of the choice of a representative.
Moreover, from this interpretation W 1 ⊆ Aut(XB) acts on XB as a subgroup of algebraic
involuting automorphisms over Q because the solution to a moduli problem, if exists, is
unique up to isomorphism. So that we can regard W 1 ⊆ AutQ(XB).

Example 2.14. Let us recover the case F = Q corresponding to Shimura curves and
particularize the Atkin-Lehner groups just introduced to this context. As we have quoted,
the subgroup W+ coincides with the full Atkin-Lehner group W because both Pic(Q) and
Pic+(Q) are trivial. Moreover, since the only positive unit in the ring of integers Z is 1,
we have clearly O×+ = O1 in this case. Hence in the case F = Q the three Atkin-Lehner
groups coincide, W = W+ = W 1, and we speak of the Atkin-Lehner group WD of O, where
D = disc(B) = p1 · · · p2r for some pairwise distinct primes p1, . . . , p2r. In this case, since
maximal orders in B are all conjugate, the Atkin-Lehner group depends essentially on B,
which is determined up to isomorphism by its reduced discriminant D.

Furthermore, in this case WD ' (Z/2Z)2r, where 2r is the number of distinct primes
dividing D, and a set of representatives for WD is any set of elements αm in NormB×+

(O)∩O
whose reduced norms n(αm) = m range over all the distinct positive divisors m of D, one
for each of them (see [Jor81, Proposition 1.2.4]). Under such a choice, we can write
WD = {ωm : m|D,m > 0} where, following standard notation, ωm denotes the Atkin-
Lehner involution induced by αm. Then, these involutions satisfy ωm ·ωm′ = ωmm′/(m,m′)2 ,
and this shows in particular that WD is generated by the involutions ωp1 , . . . , ωp2r .

The moduli interpretation of the Atkin-Lehner involutions is now easier to describe in
detail than in the general case. Consider the isomorphism class of a QM-abelian surface
Pτ = [(A, ι, [L])τ ] = [(Aτ , ιτ , [Lτ ])] corresponding to a point τ ∈ H. Using Shimura’s
parametrization, if αm ∈ NormB×+

(O)∩O has reduced norm m dividing D, then the Atkin-

Lehner involution ωm maps Pτ to Pαmτ . But observe that we have an isomorphism

g : Aαmτ = C2/O · vαmτ ' C2/Oαm · vτ
α−1
m−→ C2/O · vτ = Aτ .

It is easily checked that this isomorphism satisfies g ◦ ιαmτ (β) = ιτ (α−1
m βαm) ◦ g for all

β ∈ O. Now, starting with ι define ιαm : O ↪→ End(A) by ιαm(β) = ι(α−1
m βαm). By

the result of Milne quoted in the previous section, there exists a unique weak polarization
[Lαm ] such that (A, ιαm , [Lαm ]) is a QM-abelian surface. A simple calculation involving the
Rosati involution shows that [Lαm ] = [α∗mL]. Therefore, we can describe the action of ωm
on XB dropping the point τ off as

ωm([A, ι, [L]]) = [(A, ιαm , [α
∗
mL])], where αm ∈ NormB×+

(O) has reduced norm m.
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Example 2.15. In [BFGR06, Table 1], explicit equations for some Shimura curves and
the Atkin-Lehner involutions on them are given. For example, if X6 is the Shimura curve
defined by the rational quaternion algebra B6 of discriminant 6, an affine equation for (the
canonical model over Q of) X6 is

x2 + y2 + 3 = 0.

In terms of this equation, ω2(x, y) = (−x,−y) and ω3(x, y) = (x,−y). Therefore, ω6(x, y) =
ω2 · ω3(x, y) = (−x, y).

3. Forgetful maps into Hilbert modular varieties

Suppose that (A, ι,L) is a primitively polarized abelian variety with quaternionic mul-
tiplication by (O, I, %) as before. We have not yet mentioned that the type (1, d2, . . . , dg) of
the polarization L depends only on the triplet (O, I, %); this is due to the fact that X(O,I,%)
is connected. Therefore, since it does not depend on the particular triplet (A, ι,L) we obtain
a natural morphism

π: X(O,I,%) −→ Ag,(1,d2,...,dg)

(A, ι,L) 7−→ (A,L)

from the Shimura variety X(O,I,%) to the moduli space Ag,(1,d2,...,dg) of g-dimensional polar-
ized abelian varieties of type (1, d2, . . . , dg). This map π amounts to forget the quaternionic
endomorphism structure and, as it is shown in [Rot04b], it factors through certain Hilbert
modular varieties. We are especially interested in the forgetful map from X(O,I,%) to the
Hilbert modular variety defined by a totally real Eichler pair:

Definition 2.16. An Eichler pair (S, ϕ) for the order O is an order S over the ring of
integers RF of F in a quadratic extension L of F , together with an RF -optimal embedding
ϕ : S ↪→ O, i.e. such that ϕ(S) = ϕ(L) ∩ O. The Eichler pair (S, ϕ) is said to be totally
real if L is.

Then, given a totally real Eichler pair (S, ϕ), let us denote by HS the Hilbert modular
variety that classifies isomorphism classes of abelian varieties with real multiplication by S,
that is, of triplets (A, i,L) where

• A is an abelian variety of dimension [L : Q] = 2n,
• i : S ↪→ End(A) is a ring monomorphism and
• L is a polarization of type (1, d2, . . . , dg) on A.

HS is a 2n-dimensional, non-complete scheme defined over Q. If (A, ι,L) is an abelian
variety with QM by O, composing the embedding ϕ with the quaternionic structure ι we
obtain a ring homomorphism i = ι◦ϕ : S ↪→ End(A), so that the map (A, ι,L) 7→ (A, ι◦ϕ,L)
defines a morphism

π(S,ϕ) : X(O,I,%)−→HS
attached to the Eichler pair (S, ϕ), which consists in restricting the quaternionic multipli-
cation by O to a real multiplication by the order S. The difference with the forgetful map
X(O,I,%) → Ag,(1,d2,...,dg) is that not all the quaternionic multiplication is forgotten, we still
preserve the multiplication coming from S.

Being HS/Q a modular variety, if k is a field of characteristic zero then a k-rational
point of HS corresponds to an abelian variety with real multiplication by S with field
of moduli contained in k, rather than admitting a model rational over k. Although the
notion of field of moduli here is analogous to the case of abelian varieties with quaternionic
multiplication, we write down the precise definition because later this notion will play an
important role in our problem:

Definition 2.17. With the above notations, suppose that (A, i,L) is an abelian variety with
real multiplication by S defined over an algebraic closure k̄ of a field of characteristic zero.
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Then the field of moduli of (A, i,L) is the fixed field M(A, i,L) = k̄H by the subgroup

H = {σ ∈ Gal (k̄/k) : σ(A, i,L) ' (A, i,L)} ⊆ Gal (k̄/k).

Remark 2.18. The difference with the QM case comes from the notion of isomorphism
of abelian varieties with real multiplication. If (A, i,L) is such an abelian variety and σ ∈
Gal (k̄/k), then an isomorphism σ(A, i,L) ' (A, i,L) means an isomorphism ασ : σA→ A of
the underlying abelian varieties such that α∗σ(L) = σL and such that i(s)◦ασ = ασ ◦σi(s) for
all s ∈ S. So the difference with the QM case is that this commutativity condition is asked
only for the elements in the quadratic order S embedded in O, instead of for all the elements
in O. In the same direction, if (A, i,L) is defined over a field extension K/k this means in
particular that i : S ↪→ EndK(A). In other words, the endomorphisms arising from S are
defined over K. However, if π(S,ϕ) maps a QM-abelian variety (A, ι,L) to (A, i,L), then
the endomorphisms arising from O via ι may not be all of them defined over K, but rather
over some larger field extension.

For a totally real Eichler pair (S, ϕ), let us denote by X̃B/(S,ϕ) ⊂ HS the image under
π(S,ϕ) of XB = X(O,I,%) in the Hilbert modular variety HS . The key point is that this
forgetful map π(S,ϕ) factors through a quotient of X(O,I,%) by a certain subgroup of Atkin-
Lehner involutions, namely the twisting involutions, which are studied in the next section.

As a final comment, note that in an analogous way to how we have defined π(S,ϕ),
we can also define a forgetful map πF from XB to HF , the Hilbert modular variety which
classifies polarized abelian varieties of type (1, d2, . . . , dg) of dimension 2n together with a
homomorphism RF ↪→ End(A), just by forgetting the quaternionic endomorphism structure
but preserving the multiplication by RF . The relation between πF : XB → HF and the
forgetful maps π(S,ϕ) : XB → HS arising from the Eichler pairs for the order O is also
studied in [Rot04b].

4. Polarizations and twisting involutions

We have quoted above that the type of the polarizations in the triplets (A, ι,L)
parametrized by the Shimura variety X(O,I,%) is determined by the datum (O, I, %). More
precisely, we have the following result from [Rot03]:

Proposition 2.19 (Rotger). The polarizations of the abelian varieties (A, ι,L) with quater-
nionic multiplication parametrized by X(O,I,%) are principal if and only if:

• disc(B) = (D) is a principal ideal of F , generated by a totally positive element
D ∈ F×+ ,

• n(I) and the codifferent {x ∈ F : trF/Q(xRF ) ⊆ Z} of F over Q lie in the same
ideal class in Pic(F ),

• the positive anti-involution on B is % = %µ : B → B, β 7→ µ−1β̄µ for some µ ∈ O
such that µ2 +D = 0.

From now on, we will restrict ourselves to principally polarized abelian varieties, so
that we assume the conditions on (O, I, %) from the above proposition. In particular,
disc(B) = (D) for some D ∈ F×+ and % = %µ with µ ∈ O satisfying µ2 + D = 0. Then
(O, I, %) is said to be of principal type, and Ag will stand for Ag,(1,...,1). These assumptions
are satisfied if, for example, h+(F ) = 1. Since later we will restrict ourselves to the case of
Shimura curves, corresponding to F = Q, this hypothesis will be automatically satisfied.

As mentioned at the end of the last section, the forgetful map π(S,ϕ) : XB → HS factors
through a quotient by a certain subgroup of Atkin-Lehner involutions. Before introducing
them, we need the notion of a twist of the pair (O, µ):

Definition 2.20. We say that an element χ ∈ O ∩ NormB×(O) is a twist of (O, µ) if
χ2 + n(χ) = 0 (i.e., χ is a pure quaternion) and µχ = −χµ. Therefore,

B = F + Fµ+ Fχ+ Fµχ =

(
−D,−n(χ)

F

)
.
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Moreover, a pair (O, µ) is said to be twisting if it admits some twist χ, and similarly, a
quaternion algebra B is twisting if it contains a twisting pair (O, µ).

Lemma 2.21. A totally indefinite quaternion algebra B over F is twisting if and only if

B '
(
−D,m
F

)
for some m ∈ F×+ , m|D.

Proof. Indeed, suppose that (O, µ) is a twisting pair of B, µ ∈ O, µ2 + D = 0, and
let χ ∈ O ∩NormB×(O) be a twist of (O, µ). Then, the class of χ in W can be represented
by an element χ′ ∈ O ∩NormB×(O) whose norm divides D. We can write

χ′ = χaγ, for some a ∈ F×, γ ∈ O×.
Then consider χ′′ := χ′γ−1 = χa. Since both χ′, γ−1 belong to O∩NormB×(O), the same is
true for χ′′. Moreover, from the equality χ′′ = χa we see that χ′′ is still a pure quaternion
and µχ′′ = −χ′′µ, since a ∈ F×. Hence taking m = −n(χ′′) = −n(χ′)n(γ−1), we have

B ' (−D,mF ) with m dividing D, since γ is a unit. And m is forced to be totally positive
by the indefiniteness of B. This proves one direction, and the other one is clear. ut

Example 2.22. It is easy to give some examples in the case F = Q:

(1) Let B15 be the indefinite rational quaternion algebra of discriminant 15. Since
B15 ' (−15,3

Q ), B15 is twisting.

(2) Let BD be the indefinite rational quaternion division algebra of discriminant D =

2·3·5·13. One checks that BD ' (−D,2Q ) ' (−D,5Q ), and that BD is not represented

in this way for other proper divisors m of D distinct from 2 and 5. In particular,
BD is twisting.

Now let [ω] ∈ W 1 be an Atkin-Lehner involution represented by an element ω ∈
NormB×(O). It may happen that the class of ω in the full Atkin-Lehner group W is
represented by a twist χ ∈ O ∩ NormB×(O) of the pair (O, µ), and whether it is or it is
not is a condition that does not depend on the choice of the representative ω of [ω] ∈ W 1.
Then,

Definition 2.23. An Atkin-Lehner involution [ω] ∈W 1 is called a twisting involution with
respect to the pair (O, µ) if the class of ω in the full Atkin-Lehner group W is represented
by a twist χ ∈ O ∩NormB×(O) of (O, µ).

Remark 2.24. Since B is totally indefinite, an element χ ∈ B×+ will never be a twist of the

pair (O, µ). Indeed, for the isomorphism B ' (−D,−n(χ)
F ) it is necessary that n(χ) be totally

negative, hence twisting involutions [ω] ∈ W 1 are always represented by twists χ ∈ B× of
totally negative reduced norm.

Definition 2.25. The subgroup V0 of W 1 generated by the twisting involutions of the pair
(O, µ) is called the twisting subgroup attached to (O, µ). In general, for a subring S ⊆ O,
V0(S) denotes the subgroup of W 1 generated by the twisting involutions represented by twists
lying in S.

Given a totally real Eichler pair (S, ϕ), the twisting subgroup V0(ϕ(S)) plays a crucial
role in factoring the map π(S,ϕ) through a quotient of X(O,I,%). But in order to understand
better how this group looks like, and how the forgetful map πF also factors through a certain
quotient of X(O,I,%), it is useful to deal with the stable group attached to (O, µ). Although
we do not need it for our purposes, we briefly introduce it and quote some useful facts that
show its close relation with the twisting group:

Definition 2.26. Denote by Ω(O, µ) = {ξ ∈ F (µ) ∩ O : ξf = 1, f ≥ 1} the finite group of
roots of unity in the CM-order F (µ) ∩ O. Then the stable group attached to (O, µ) is the
subgroup W0 = V0 · U0 of W 1 generated by the twisting group and

U0 = NormF (µ)×(O)/F×Ω(O, µ).
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Remark 2.27. Note that U0 really is a subgroup of W 1. Indeed, since n(µ) = D is
totally positive and tr(µ) = 0, one checks easily that all the elements in F (µ)× have totally
positive reduced norm. Hence NormF (µ)×(O) ⊆ NormB×+

(O) is a subgroup. On the other

hand, if two elements ω, ω′ ∈ NormF (µ)×(O) are F×O1-equivalent, then they are already

F×Ω(O, µ)-equivalent. This is due to the fact that Ω(O, µ) = F (µ) ∩ O1, and leads to an
inclusion U0 ⊆W 1.

Since both V0 and W0 are subgroups of W 1, they are isomorphic to a direct product
of certain number of copies of (Z/2Z). Indeed, in [Rot04a] a detailed description of them
is given. More precisely, for any principally polarized pair (O, µ) as above, we have that
U0 ' (Z/2Z)ωodd , where ωodd = |{ξ ∈ F (µ) ∩ O : ξf = 1, f odd}|. So in the case of (O, µ)
being a non-twisting pair, we have W0 ' (Z/2Z)ωodd . However, if (O, µ) is twisting, U0 is
a subgroup of V0 and V0/U0 ' U0, hence W0 ' V0 ' (Z/2Z)2ωodd .

Example 2.28. Following our previous examples, suppose F = Q, and write as above

W = WD = {ωm : m|D,m > 0}

for the (full) Atkin-Lehner group of O. First of all, observe that µ ∈ O ∩ NormF (µ)×(O),

with µ2 + D = 0, so that it defines an involution in the subgroup U0 of WD, which is
represented by the full Atkin-Lehner involution ωD, since n(µ) = D. Hence 〈ωD〉 ⊆ U0.
But now observe that the ring of integers of the quadratic extension Q(µ) ' Q(

√
−D)

does not have nontrivial units (D 6= 1, 3 because B is indefinite), and therefore ωodd = 1
in this case. Hence U0 = 〈ωD〉. By the results quoted above, if (O, µ) is a non-twisting
pair we have W0 = U0 = 〈ωD〉 ' Z/2Z. On the other hand, if (O, µ) is twisting we have
U0 ⊆ V0 = W0 ' (Z/2Z)2, which implies the existence of another twisting involution ωd,
for some positive proper divisor d of D, such that V0 = W0 = 〈ωd, ωD〉 ' (Z/2Z)2. Hence
V0 = W0 = {1, ωd, ωD/d, ωD}.

Recovering the quaternion algebra BD of the last example, the stable group of a non-
twisting pair of BD is W0 = 〈ωD〉, while for the stable group of a twisting pair we have two
possibilities: either W0 = 〈ω2, ωD〉 or W0 = 〈ω5, ωD〉.

Before stating the precise result telling us how the forgetful maps π(S,ϕ) factor through
certain quotients of X(O,I,%), we need to introduce the notion of Heegner point. As a
motivation for the definition, recall the following well-known result:

Proposition 2.29. With the above notations for F , B, O, let k be a field of characteristic
zero. Let A be an abelian variety over k̄ of dimension 2n such that End(A) contains an
order isomorphic to O. Then, one and only one of the following is satisfied:

• A is simple, or
• A is isogenous to A2

0 for some simple abelian variety A0 of dimension n.

Indeed, in the first case End(A) ' O, while in the second one End(A0) is an order in a
CM-field L over F , and End(A) can be identified with an order in M2(L).

These only two cases lead to the definition of Heegner (or CM) point:

Definition 2.30. A closed point [(A, ι,L)] on XB = X(O,I,%), as well as its image on

X̃B/(S,ϕ), is called a Heegner point (or CM-point) if End(A)⊗Z Q ' M2(L) for a CM-field
L over F .

The set of Heegner points on these varieties is discrete and dense, and the generic case
is the non-Heegner case, that is, End(A)⊗Z Q = B.

Finally, the important role of twisting involutions is clear from the next result appearing
in [Rot04b]:

Theorem 2.31 (Rotger). Let (O, I, %) be a quaternionic datum of principal type, and let
XB = X(O,I,%) be the corresponding Shimura variety. Let also (S, ϕ) be a totally real Eichler
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pair. Then, the map π(S,ϕ) : XB → HS is a quasifinite1 map that factors over Q into the
projection XB → XB/V0(ϕ(S)) of XB onto its quotient by the finite 2-group V0(ϕ(S)) and

a birational morphism b(S,ϕ) : XB/V0(ϕ(S)) 99K X̃B/(S,ϕ) into the image of XB in HS by

π(S,ϕ). Moreover, b−1
(S,ϕ) is defined on the whole X̃B/(S,ϕ) but a finite set T(S,ϕ) of Heegner

points.

The relevance of this theorem relies not only on the fact that the forgetful map factors
through the twisting subgroup V0(ϕ(S)), but also on the fact that the image of XB by π(S,ϕ)

in HS is birationally equivalent to the quotient XB/V0(ϕ(S)). In particular, there is no
subgroup G of W 1 larger than V0(ϕ(S)) such that the forgetful map π(S,ϕ) factors through
the quotient of XB by G.

5. Rational points of the Atkin-Lehner quotient by a
twisting involution

Theorem 2.31 allows us to interpret the points in an Atkin-Lehner quotient XB/〈ω〉 of
XB = X(O,I,ρ) by a twisting involution in terms of moduli. So let [ω] ∈ W 1 be a twisting

involution, represented by an element ω ∈ O ∩ NormB×+
(O) such that n(ω) = m ∈ F×+ and

m|D, and let χ ∈ O ∩ NormB×(O) be a twist of it, satisfying χ2 = m. Then the field
F ′ = F (χ) ' F (

√
m) is a totally real quadratic extension of F , and its ring of integers

S = RF ′ is an optimally embedded order. Choosing an optimal embedding ϕ : S ↪→ O,
(S, ϕ) is a totally real Eichler pair and we can apply the above theorem. Then we have

XB/〈ω〉−→XB/V0(ϕ(S))
b(S,ϕ)

99K X̃B/(S,ϕ) ⊂ HS ,

where we have composed first with the natural projection XB/〈ω〉 → XB/V0(ϕ(S)). In
this way, a point in XB/〈ω〉 defines an isomorphism class of abelian varieties with real
multiplication by S.

Now let k be a field of characteristic zero, and consider the sets of k-rational points
XB/〈ω〉(k) and X̃B/(S,ϕ)(k). By the moduli interpretation of the Hilbert modular variety,
the points in the second set correspond to isomorphism classes of principally polarized
abelian varieties with real multiplication by S, (A, i : S ↪→ End(A),L), with End(A) ⊇ O
and k containing its field of moduli.

If P ∈ XB/〈ω〉(k), since the above maps are defined over Q, it defines a point Q ∈
X̃B/(S,ϕ)(k), which corresponds to the isomorphism class [(A, i,L)] of a principally polarized
abelian variety (A, i,L) with real multiplication by S, with End(A) ⊇ O, and such that its
field of moduli is contained in k. Note that here we find again the important role of the
field of moduli, like in the case of the moduli interpretation of the Shimura variety XB .

So we have proved the following:

Corollary 2.32. With the above notations, if the quotient variety XB/〈ω〉 has a k-rational
point then there exists a principally polarized abelian variety (A, i,L) with real multiplication
by S, with End(A) ⊇ O, such that its field of moduli is contained in k.

5.1. The case of Shimura curves. Assume now that F = Q, so that XB is the
Shimura curve parametrizing abelian surfaces with quaternionic multiplication by (B,O, %),
and write WD = {ωm : m|D,m > 0} for the Atkin-Lehner group of O as before.

If the pair (O, µ) is twisting, it follows from Example 2.28 that V0 = W0 = 〈ωd, ωD〉 '
(Z/2Z)2 for some positive proper divisor d of D. Hence the twisting involutions are ωd, ωD/d
and ωD. Let ωm be one of them (so m = d,D/d or D), and choose χm ∈ O ∩ NormB×(O)
a twist of ωm. Therefore, χ2

m = m, and Q(χm) ' Q(
√
m) is a totally real quadratic field

1Here, a morphism between two schemes of not necessarily the same dimension is said to be quasifinite

if its fibres are finite.
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whose ring of integers S = RQ(
√
m) is optimally embedded in O. In other words, there exists

an embedding ϕ : S ↪→ O such that (S, ϕ) is a totally real Eichler pair.

Since the only twisting involution in V0(ϕ(S)) is ωm, now the diagram in Theorem 2.31
reads as follows:

XB
π(S,ϕ)

> HS

X̃B/(S,ϕ)

⊂

>

XB/〈ωm〉

πm

>

b(S,ϕ)

>

Therefore, using the moduli interpretation of both XB and HS , we obtain:

Proposition 2.33. With notations as before, if ωm is a twisting involution on XB, then

the Atkin-Lehner quotient X
(m)
B := XB/〈ωm〉 (which is defined over Q) is a solution to the

moduli problem of classifying principally polarized abelian surfaces (A, i : S ↪→ End(A))
with real multiplication by the ring of integers of Q(

√
m), and such that O ⊆ End(A).

As a consequence, if k is a field containing Q and k ⊆ K ⊆ k̄ is a field extension, then

the K-rational points of X
(m)
B have the following interpretation:

X
(m)
B (K) =


(A, i) is an abelian surface with real multiplication

(A, i) by RQ(
√
m) defined over k̄, with O ⊆ End(A),

and such that K contains the field of moduli of (A, i)


/'

.





Chapter 3

Obstructions to the existence of ra-
tional points

This chapter is a brief introduction to some techniques for the study of obstructions to
the existence of rational points on algebraic varieties. Classically, the first and most famous
obstruction of this kind is the so-called Hasse principle or local-global principle. Roughly
speaking, an algebraic variety X over a global field k is said to satisfy the Hasse principle
over k if for the existence of a k-rational point on X it is necessary and sufficient that X
has a kv-rational point for every place v of k. In other words, if

X(k) 6= ∅ ⇐⇒ X(kv) 6= ∅ for all places v of k.

As an example, by the Theorem of Hasse-Minkowski quadratic forms over number fields
are known to satisfy the Hasse principle (see [Ser73, Ch. IV, Thm. 8] for the case over
Q), and this is also true in the general case of global fields. However, there are so many
examples in the literature of algebraic varieties violating it.

In this chapter we introduce and relate some other (cohomological) obstructions to
the existence of rational points on an algebraic variety, which are finer than the Hasse
principle. We focus mainly on the Brauer-Manin obstruction and how it is related to the
descent obstruction. This relation, especially in the form in which we present the main
theorem of descent theory in the last section of the chapter, is one of the key points in the
proof of our main result.

This is not intended to be a detailed exposition on the topic, but rather an introduction
to some techniques that we need later on for our purposes. For this reason, we omit lots
of details and proofs which are beyond the scope of this work, for which we give several
references throughout the chapter. There is a very good survey of B. Poonen [Poo] on the
topic, which is plenty of extra references for the interested reader.

1. Choosing a good cohomology theory

From Theorem 1.36 we know that the Brauer group of a field k has a cohomological
interpretation. Namely, if Gk = Gal (ks/k), there is an isomorphism of abelian groups

Br(k) ' H2(Gk, (k
s)×) =: H2(k,Gm),

where the right-hand side is the second Galois cohomology group of k with coefficients in
the multiplicative group Gm. With an appropriate cohomology theory, this interpretation
of the Brauer group will lead us to define the Brauer group of an arbitrary scheme.

In this section we present briefly the étale (and fppf) cohomology, following the expo-
sition from Chapter 6 of [Poo]. For the details, we refer to the classical texts with the
foundational material on this topic, as for example [Del77], [Mil80].

Before that, let us motivate why we need “alternative” cohomology theories. Suppose
X is a compact complex manifold. Then, one can define as usual the singular cohomology

35
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groups Hi(X,Z),Hi(X,Z/nZ) and so on, or one can even define cohomology of coherent
analytic sheaves. But these cohomology theories use the analytic topology on X, which we
are not able to work with in general when dealing with varieties over fields other than C.

In order to measure the success of a new cohomology theory, we should check if it gives
the answers we expect from the classical theories (such as singular cohomology) for proper
varieties over C (see for example [Har77, Appendix C] for the case of `-adic cohomology). If
we consider the Zariski topology, for example, we will get the right answers for cohomology
of coherent sheaves, but it is not a fine enough topology for giving the correct answers for
constant coefficients: for a sufficiently nice complex curve X of genus g, it turns out that
using the Zariski topology H1(X,Z) = 0 because the constant sheaf Z is flasque, while using
singular cohomology H1(X(C),Z) ' Z2g.

When working with schemes, A. Grothendieck noticed that sometimes one does not
need to know the open sets of the topology; for many purposes, it suffices to have a notion
of open covering. Grothendieck took this idea one step further obtaining sufficiently fine
‘topologies’1 on a scheme, built up from a notion of ‘open covering’ which need not consist
of actual open sets. More precisely,

Definition 3.1. Let C be a category, and consider all families of morphisms {Ui → U}i∈I
in C having a common target. A Grothendieck topology on C is a set T consisting on some
of these families (which are called the open coverings of T ), satisfying:

(i) Isomorphisms are open coverings.
(ii) An open covering of an open covering is again an open covering.

(iii) A base extension of an open covering is an open covering.

Then a pair (C, T ) as in the definition is called a site, and to a scheme X one can
associate, among others, the Zariski site XZar, the étale site Xét, the fppf site Xfppf and the
fpqc site Xfpqc. Each of these sites is finer than the previous one, so that one has morphisms
of sites

Xfpqc → Xfppf → Xét → XZar,

where a morphism of sites (C′, T ′) → (C, T ) is a functor in the opposite direction C → C′
taking open coverings to open coverings.

The étale site Xét is defined by considering C to be the category ÉtX of schemes U
equipped with an étale morphism U → X, and in which morphisms are X-morphisms. In
this category morphisms are automatically étale. Then a covering is a family {φi : Ui → U}
of morphisms in C such that

⋃
φi(Ui) = U as topological spaces. As for the fppf site Xfppf , it

is obtained starting with the category C = SchemesX of X-schemes, and an open covering
is by definition a family {φi : Ui → U} of X-morphisms such that

∐
Ui → U is faithfully

flat and locally of finite presentation (‘fppf’ stands for the french terminology ‘fidèlement
plat et de présentation finie’). In a similar way one defines the fpqc site, where ‘fpqc’ stands
for ‘fidèlement plat quasi-compact’ (see [Poo, §6.2] for the details).

With this new idea of topology on a scheme, one can define the notions of presheaf and
sheaf in the category C of a site (C, T ). Besides the constant presheaves, for a subcategory C
of the category SchemesX of X-schemes some particularly interesting examples of abelian
presheaves are those defined by

Ga(U) := O(U),

Gm(U) := O(U)×,

µn(U) := {s ∈ O(U)× : sn = 1}.

And for a X-scheme Y , we also have the functor of points hY defined by hY (U) :=
HomX(U, Y ), which is a presheaf of sets (in fact, it is a sheaf on the four sites mentioned
above).

1These Grothendieck topologies are not topologies in the usual sense.
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Now we fix a scheme X, and write X• for either XZar, Xét or Xfppf . It can be proven
that the category of abelian sheaves on X• has enough injectives, so that we can define
cohomology groups as usual in terms of derived functors:

Definition 3.2. For each integer q ≥ 0, the functor

{abelian sheaves on X•} −→ Ab

F 7−→ Hq
•(X,F)

from the category of abelian sheaves on X• to the category of abelian groups is defined to be
the qth derived functor of the (left exact) global sections functor

{abelian sheaves on X•} −→ Ab

F 7−→ F(X).

For an abelian sheaf F on X•, the abelian group Hq
•(X,F) is called the qth Zariski / étale

/ fppf cohomology group of F .

In particular, every short exact sequence of abelian sheaves on X• induces a long exact
sequence in cohomology, just like in the classical cohomology theories.

Example 3.3. Étale cohomology and Galois cohomology. Fix a field k and a separable
closure ks of it. The only field extensions L/k for which the morphism of affine schemes
Spec(L)→ Spec(k) is étale are the finite separable extensions.

For a sheaf F on (Spec(k))ét, define F(ks) := lim−→F(Spec(L)), where L ranges over

all finite separable extensions of k. Note that F(ks) is a Gk-set in a natural way, where
Gk = Gal (ks/k), since we can take the direct limit over finite Galois extensions getting the
same result. The functor F 7→ F(ks) from the category of sheaves of sets on (Spec(k))ét

to the category of Gk-sets is shown to be an equivalence of categories, by which the global
section functor F 7→ F(k) corresponds to the functor taking a Gk-set M to its set of
Gk-invariants MGk . Moreover, this equivalence of categories restricts to an equivalence

{abelian sheaves on (Spec(k))ét} → {Gk-modules},
and as a consequence one gets natural isomorphisms

Hq
ét(Spec(k),F) ' Hq(Gk,F(ks)), for each integer q ≥ 0,

between étale cohomology and Galois cohomology. Therefore, we can think of étale coho-
mology as a generalization of Galois cohomology for arbitrary schemes.

In general, if (C, T ) is a site and U ∈ C, for an abelian presheaf on (C, T ) one can
define the Čech cohomology groups Ȟq(U ,F) of an open covering U of U in terms of Čech
q-cocycles and Čech q-coboundaries. By ordering the open coverings of U by refinement
and taking the direct limit, one defines the qth Čech cohomology group of U with coefficients
in F by Ȟq(U,F) := lim−→ Ȟq(U ,F).

These Čech cohomology groups do not coincide in general with the cohomology groups
defined via derived functors. For example, Ȟ0(U,F) ' H0(U,F) = F(U) and Ȟ1(U,F) '
H1(U,F), but Ȟ2(U,F) ↪→ H2(U,F). Here cohomology groups are taken with respect to
the fixed site.

However, for the case of the étale site on a scheme X there is the following result due
to M. Artin (see [Mil80, Theorem III.2.17] for a proof):

Theorem 3.4 (M. Artin). Let X be a quasi-compact scheme such that every finite subset
of X is contained in an open affine subset (this is true if X is quasi-projective over an affine
scheme). If F is a sheaf on Xét, then there are canonical isomorphisms

Ȟq
ét(X,F) ' Hq

ét(X,F)

for every integer q ≥ 0.

In view of the next section, we also quote the next result about the cohomology of Gm:
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Proposition 3.5. Let X be a scheme. Then

(i) H0
Zar(X,Gm) ' H0

ét(X,Gm) ' H0
fppf(X,Gm) ' OX(X)×.

(ii) H1
Zar(X,Gm) ' H1

ét(X,Gm) ' H1
fppf(X,Gm) ' Pic(X).

And more generally, for any smooth commutative group scheme G over a scheme X,
Hq

ét(X,G) ' Hq
fppf(X,G) for every integer q ≥ 0.

The statement (i) is just the definition. Part (ii) is proved in [Poo, Proposition 6.6.1]
and the last statement follows from [Gro68, Théorème 11.7].

2. The Brauer group of a scheme

From the cohomological interpretation of the Brauer group of a field from Chapter 1,
and from the Example 3.3 of the previous section, for a field k we have isomorphisms

Br(k) ' H2(Gk, (k
s)×) ' H2

ét(Spec(k),Gm).

Since the right-hand side makes sense if we replace Spec(k) by an arbitrary scheme, the
following definition is natural:

Definition 3.6. For any scheme X, the (cohomological) Brauer group of X (also called
Grothendieck-Brauer group) is defined by

Br(X) := H2
ét(X,Gm).

And for a commutative ring R, we put Br(R) := Br(Spec(R)).

Remark 3.7. We can also use fppf cohomology, because of Proposition 3.5.

The functoriality of cohomology groups makes Br into a contravariant functor from the
category of schemes to the category of abelian groups. Hence, if X → Y is a morphism of
schemes there is an induced group homomorphism Br(Y )→ Br(X).

Proposition 3.8. Let X be a regular integral noetherian scheme. If k(X) denotes the
function field of X, the induced morphism Br(X) → Br(k(X)) is injective. In particular,
since Br(k(X)) is a Galois cohomology group, Br(X) is a torsion abelian group.

2.1. The Azumaya Brauer group. Just as in the case of the Brauer group of a field
k, which can be defined as the set of similarity classes of finite-dimensional central simple
algebras, one can define the (Azumaya) Brauer group BrAz(X) of a scheme X in terms of
Azumaya algebras on X. As well as matrix algebras over a field k are of the form End(V ) for
some finite-dimensional vector space V over k, one can generalize this notion over a scheme
X by thinking of the OX -algebras EndOX (E) := HomOX (E , E) for some locally free OX -
module E , where OX is the structure sheaf of X. With this intuitive idea, Azumaya algebras
on a scheme X can be regarded as a generalization of central simple algebras over a field
k (see [Poo, §6.6.3] for the detailed definition). Then, using a suitable equivalence relation
among Azumaya algebras one defines the Azumaya Brauer group BrAz(X) of a scheme X,
and BrAz is a contravariant functor from the category of schemes to the category of abelian
groups. As a first important fact, one has:

Proposition 3.9. An Azumaya algebra on X that is locally free of rank n2 defines an
element of BrAz(X) that is killed by n. In particular, if X is a scheme with finitely many
components, then BrAz(X) is a torsion abelian group.

In order to compare the cohomological Brauer group with the Azumaya Brauer group,
recall that central simple algebras of dimension n2 over a field k are classified up to isomor-
phism by H1(k,PGLn) (see Remark 1.38). In a similar way, using Čech cohomology and
fpqc descent, Azumaya algebras of rank n2 over a scheme X are classified by H1(X,PGLn).
Then, the short exact sequence of sheaves (on the sites Xét or Xfppf)

0→ Gm → GLn → PGLn → 0
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gives rise via the connecting homomorphism of the associated long exact sequence to a map
H1(X,PGLn) → H2(X,Gm) = Br(X). Hence, each Azumaya algebra of rank n2 gives rise
to an element of Br(X). For Azumaya algebras of non-constant rank, one can use the same
construction on each open and closed subset of X where the rank is constant, since they
have locally constant rank.

This map we have just described leads us to think about a nice comparison between
BrAz(X) and Br(X). In general, these groups are not isomorphic, but for the case we are
interested in they are. The whole picture is summarized in the following theorem:

Theorem 3.10. For any scheme X, the above map BrAz(X)→ Br(X) is an injective ho-
momorphism. If X has an invertible sheaf (e.g., if X is quasi-projective over Spec(A) for
some noetherian ring A), then this injection induces an isomorphism BrAz(X) ' Br(X)tors.
In particular, if X is a regular quasi-projective variety over a field, then BrAz(X) '
Br(X)tors = Br(X).

3. The Brauer-Manin obstruction

Let k be a global field (for example, a number field) and let X be a k-variety2. If
x ∈ X(k) is a k-rational point, we can regard it as a morphism of schemes x : Spec(k)→ X,
and by functoriality this morphism induces a group homomorphism Br(X) → Br(k). If
A ∈ Br(X), let us denote by A(x) ∈ Br(k) the image of A under this map. We can do
the same locally at each place of k. That is, for a place v of k and a kv-rational point
xv : Spec(kv) → X, consider the induced group homomorphism Br(X) → Br(kv) and
denote by A(xv) ∈ Br(kv) the image of an element A ∈ Br(X) under this map. Then, the
key property of these group homomorphisms is the following (see [Poo, Proposition 8.3.1]):

Lemma 3.11. If {xv} ∈ X(Ak), then A(xv) = 0 for almost all places v of k.

If we recall the map invv : Br(kv)→ Q/Z from Chapter 1, then

Br(X)×X(Ak) −→ Q/Z(4)

(A, {xv}) 7−→ 〈A, {xv}〉 :=
∑
v

invv(A(xv))

is a well-defined pairing, since the above lemma ensures that the sum is finite. Now, fix
A ∈ Br(X) and consider the commutative diagram

X(k) ⊂ > X(Ak)

0 > Br(k)

A
∨

>
⊕
v

Br(kv)

A∨ ∑
invv
> Q/Z > 0,

where the vertical arrows map x and {xv} toA(x) ∈ Br(k) and (. . . , A(xv), . . . ) ∈
⊕

v Br(kv),
respectively. By the commutativity of the diagram, if x ∈ X(k) ⊆ X(Ak) and {xv} is the
image of x in X(Ak), then 〈A, {xv}〉 = 0. Since A was arbitrary, we have

x ∈ X(k)⇒ 〈A, {xv}〉 = 0 for every A ∈ Br(X).

This argument using the pairing (4) leads to the definition of the Brauer set of the
k-variety X. First, for each element A ∈ Br(X) put

X(Ak)A := {{xv} ∈ X(Ak) : 〈A, {xv}〉 = 0}.

Definition 3.12. The Brauer set of X is defined to be

X(Ak)Br :=
⋂

A∈Br(X)

X(Ak)A.

2We use the term k-variety as a synonym of variety over k. And by a variety over a field k we

understand a separated scheme X of finite type over Spec(k).
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More generally, for a subset B ⊆ Br(X) we can define in the same way

X(Ak)B :=
⋂
A∈B

X(Ak)A ⊇ X(Ak)Br.

By construction, we thus obtain:

Corollary 3.13. For any k-variety X, we have

X(k) ⊆ X(Ak)Br.

Therefore, for a k-variety X we have a chain of inclusions X(k) ⊆ X(Ak)Br ⊆ X(Ak).
One hopes the last inclusion to be strict in many cases, so that looking for the emptiness
of the Brauer set would be a better criterion for the non-existence of rational points on X
than looking for the emptiness of X(Ak).

Definition 3.14. We say that there is a Brauer-Manin obstruction to the local-global
principle for X if X(Ak) 6= ∅ but X(Ak)Br = ∅.

Moreover, for a class of smooth, projective and geometrically integral varieties X over
global fields, it is said that the Brauer-Manin obstruction to the local-global principle is the
only one if the implication

X(Ak)Br 6= ∅ ⇒ X(k) 6= ∅
holds for any variety X in the family. In relation with this parlance one finds several
conjectures in the literature which are still open. One of them is attributed to Poonen (see
[Poo06]) and deals with the case of curves:

Conjecture 3.15 (Poonen). The Brauer-Manin obstruction to the local-global principle
is the only one for the class of smooth, projective and geometrically integral curves over
number fields.

Since the problem of finding obstructions to the Hasse principle is closely related to
the Hilbert’s 10th Problem and undecidability, it is natural to ask if it is possible to ef-
fectively compute the Brauer-Manin obstruction. J.-L Colliot-Thélène, D. Kanevsky and
J.-J. Sansuc ([CT86]) gave an algorithm to compute, in an effective way, the Brauer-Manin
obstruction of a cubic diagonal surface over Q. Computations with this algorithm lead them
to conjecture that the Brauer-Manin obstruction is the only one for this family of varieties.

Another conjecture attributed to Colliot-Thélène in this direction is the following:

Conjecture 3.16 (Colliot-Thélène). The Brauer-Manin obstruction to the local-global prin-
ciple is the only one for the class of smooth, proper, geometrically integral and rationally
connected varieties over number fields.

This conjecture appears as Conjecture 3.2 in [PV04] and has a long history (see Remark
3.3 in the same reference).

4. Torsors and descent

Now we move on to descent theory, and first we need to define what are torsors. These
objects are the fundamental ingredient of the descent obstruction, to be introduced later.
First we define torsors over a field, and then we generalize them to torsors over an arbitrary
base scheme, giving a cohomological interpretation in each case.

Let k be a field, and let G be an algebraic group over k. Being G both a group and a
k-variety, we say that G equipped with the right action of itself by translation is the trivial
k-torsor under G, and we denote it by G. Generalizing this idea to arbitrary k-varieties,
we get the definition of a torsor over a field:

Definition 3.17. A (right) k-torsor under G (or a principal homogeneous space of G)
is a k-variety X equipped with a right action of G such that Xks equipped with its right
Gks-action is isomorphic to Gks (here, the isomorphism must respect the right actions of
Gks). A morphism of k-torsors under G is just a G-equivariant morphism of k-schemes.
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Note that if X is a k-torsor under G, then X(ks) is a transitive faithful G(ks)-set,
which explains why k-torsors are also called “principal homogeneous spaces”.

By definition, we have that

{k-torsors under G}
k-isomorphism

= {twists of G}

and therefore
{k-torsors under G}
k-isomorphism

' H1(Gk, G(ks)) =: H1(k,G).

Intuitively, k-torsors under G are analogous to cosets of a group G in some larger group,
or to translates of a subspace G in some larger vector space. In order to trivialize a torsor
T , one must choose a point in T to be translated back to the identity of G, but such a point
might not exist over the ground field. Indeed, we have:

Proposition 3.18. Let G be an algebraic group over a field k and let X be a k-torsor under
G. Then the following are equivalent:

(i) X is isomorphic to the trivial torsor G.
(ii) X(k) 6= ∅.

(iii) X corresponds to the neutral element of H1(k,G).

Generalizing k-torsors under an algebraic k-group G, there is the notion of torsors
under a group scheme G over a general base scheme, which can be thought as families of
torsors.

Definition 3.19. Let G be a group scheme over S such that the structure morphism G→ S
is fppf (a fppf group scheme, for short). An S-torsor underG is an fppf S-scheme X equipped
with a right G-action X×SG→ X such that one of the following equivalent condition holds:

(i) there exists an fppf base change S′ → S such that XS′ with its right GS′-action is
isomorphic over S′ to GS′ with the right-translation GS′-action,

(ii) The morphism

X ×S G−→X ×S X, (s, g) 7−→ (x, xg)

is an isomorphism.

As we have said above, k-torsors under an algebraic group G are classified by the Galois
cohomology group H1(k,G). Moreover, by using Example 3.3 and Proposition 3.5 from the
last chapter we have

{k-torsors under G}
k-isomorphism

' H1
ét(Spec(k), G) ' H1

fppf(Spec(k), G).

Now, one can relate S-torsors under an fppf group scheme G over S with Ȟ1
fppf(S,G)

(as a pointed set), but in general this relation is not as clear as the above one. Instead of
classifying torsors under G, it turns out that Ȟ1

fppf(S,G) classifies isomorphism classes of

what are called torsors sheaves under G (see [Mil80, Proposition III.4.6]), and one has an
injection

(5)
{S-torsors under G}
S-isomorphism

↪→ {S-torsor sheaves under G}
S-isomorphism

' Ȟ1
fppf(S,G).

If G is commutative, then H1
fppf(S,G) is defined and indeed we have an isomorphism of

groups Ȟ1
fppf(S,G) ' H1

fppf(S,G). Moreover, it is often true that torsor sheaves are repre-
sentable by torsor schemes, so that the above injection is an isomorphism under some extra
conditions (see [Poo, Theorem 6.5.10]). For example, when any of the following ones is
satisfied:

(a) G→ S is an affine morphism.
(b) G is smooth and separated over S, and dim(S) ≤ 1.
(c) G is smooth and proper over S with geometrically connected fibres, and is regular.
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Hence, in these cases, we have that

{S-torsors under G}
S-isomorphism

' Ȟ1
fppf(S,G).

From now on suppose that X is a k-variety. For an affine algebraic group G over k, by
an X-torsor under G we will mean a right fppf X-torsor under the base extension GX . We
will write simply H1(X,G) for the pointed set Ȟ1

fppf(X,G).

Let Z
f→ X be an X-torsor under an algebraic group G over k, and denote by ζ its class

in H1(X,G) (using (5)). For a k-rational point x ∈ X(k), the fibre Zx → x is a k-torsor
under G, and thus it defines a class in H1(k,G), which we denote by ζ(x). In other words,
x can be thought as a morphism of schemes x : Spec(k) → X, hence by functoriality it
defines a morphism in cohomology H1(X,G) → H1(k,G) sending ζ to ζ(x). Summing up,
the torsor Z → X gives us an “evaluation” map

X(k) −→ H1(k,G)

x 7−→ ζ(x).

Remark 3.20. This map makes explicit a fact quoted before without details, namely that
a torsor Z → X can be thought as a family of k-torsors parametrized by X.

This evaluation map allows us to partition the set X(k) by packing together the rational
points whose fibres define the same class in H1(k,G). That is,

X(k) =
⊔

τ∈H1(k,G)

{x ∈ X(k) : ζ(x) = τ}.

Now the key point is that the right-hand side can be reinterpreted by introducing the
notion of twisted torsor:

Theorem 3.21. Let k be a field and let X be a k-variety. Suppose that f : Z → X is
an X-torsor under an affine algebraic group G over k, and denote by ζ ∈ H1(X,G) its
class. For each τ ∈ H1(k,G) one can define a “twisted torsor” fτ : Zτ → X such that
{x ∈ X(k) : ζ(x) = τ} = fτ (Zτ (k)). In particular,

X(k) =
⊔

τ∈H1(k,G)

fτ (Zτ (k)).

Proof. We assume G is commutative. First we relate f(Z(k)) with the neutral el-
ement of H1(k,G). By Proposition 3.18, the fibre of f : Z → X above a rational point
x ∈ X(k) contains a k-point if and only if it is trivial as a k-torsor under G, i.e. if and only
if the class of the k-torsor Zx → x is the neutral element of H1(k,G). Hence,

{x ∈ X(k) : ζ(x) = 0} = f(Z(k)).

Now, for a given τ ∈ H1(k,G) let τX ∈ H1(X,G) be its image by the map H1(k,G)→
H1(X,G) induced by the structure morphism X → Spec(k). Thus τX corresponds to an
X-torsor “with constant fibres”. Since we have assumed G is commutative, we can consider
a cocycle representing ζ − τX ∈ H1(X,G), which gives rise to a torsor fτ : Zτ → X under
G (because G is affine). Then, if x ∈ X(k) we have (ζ − τX)(x) = ζ(x)− τ and

{x ∈ X(k) : ζ(x) = τ} = {x ∈ X(k) : ζ(x)− τ = 0} = fτ (Zτ (k))

arguing as before. Taking the union over all τ ∈ H1(k,G) we are done.

For the case where G is non-commutative, the construction of Zτ is more technical and
we refer the reader to [Poo, Theorem 8.2.1]. ut

From now on assume that k is a number field, and let S be a finite set of places of
k. For each place v of k, the inclusion of fields k ↪→ kv induces a map in fppf cohomology
H1(k,G)→ H1(kv, G), which coincides with the restriction map of Galois cohomology given
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by the inclusion Gal (ksv/kv) ↪→ Gal (ks/k) as a decomposition group. For τ ∈ H1(k,G), we
denote by τv ∈ H1(kv, G) its image.

In this situation, many of the twisted torsors fτ do not contribute in the decomposition
of X(k) of the last theorem. The relevant ones are indexed by the Selmer set:

Definition 3.22. The Selmer set of the torsor f : Z → X is the following subset of
H1(k,G):

SelZ,S(k,G) := {τ ∈ H1(k,G) : Zτ (kv) 6= ∅ for all v 6∈ S}.

It is clear from the definition that SelZ,S(k,G) ⊇ {τ ∈ H1(k,G) : Zτ (k) 6= ∅}, thus we
have

(6) X(k) =
⊔

τ∈SelZ,S(k,G)

fτ (Zτ (k)).

Remark 3.23. Note that this is true for any finite set S of places of k.

Then, what makes this decomposition interesting is the following strong result (see
[Poo, Theorem 8.2.5]):

Theorem 3.24. If k is a number field and X is proper over k, then SelZ,S(k,G) is finite.

With the above notations, the finiteness of the Selmer set when X is proper implies
that the decomposition (6) is a finite union. This makes especially interesting the descent
obstruction, which we now explain.

Recall that X(Ak) can be identified with
∏′
vX(kv), where the restricted product is

taken with respect to the sets X(Rv), where Rv is the ring of integers of kv. Then, the set
X(k) can be embedded diagonally into X(Ak), and we write as usual {xv} for the image of
a point x ∈ X(k). A torsor f : Z → X under an affine algebraic group G over k imposes
restrictions on the image of X(k) into X(Ak). More precisely, using the evaluation map the
commutative diagram

(7)

X(k) ⊂ > X(Ak)

H1(k,G)

∨
>
∏
v

H1(kv, G)

∨

shows that X(k) is contained in the subset of X(Ak) defined by

X(Ak)f :=

{
{xv} ∈ X(Ak) whose image in

∏
v

H1(kv, G) comes from H1(k,G)

}
.

Moreover, it can be shown that X(Ak)f is closed in X(Ak) and

(8) X(Ak)f =
⋃

τ∈H1(k,G)

fτ (Zτ (Ak)),

and here we can replace H1(k,G) by SelZ,∅(k,G).

We can repeat this argument for all the X-torsors under some affine algebraic group
G over k, so that the restrictions sum up, and defining

X(Ak)descent :=
⋂

G affine
f :Z→X under G

X(Ak)f

we get inclusions

X(k) ⊆ X(Ak)descent ⊆ X(Ak).

Definition 3.25. We say that there is a descent obstruction to the local-global principle
for X if X(Ak) 6= ∅ but X(Ak)descent = ∅.
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5. Descent obstruction versus Brauer-Manin obstruction

In this section we compare the obstructions to the existence of rational points we have
presented along the chapter. It turns out that the descent obstruction is stronger than the
Brauer-Manin obstruction.

From section 2.1 of this chapter, we have a map

H1(X,PGLn)→ Br(X)[n],

since an Azumaya algebra of rank n2 is killed by n. But observe that H1(X,PGLn) also
classifies isomorphism classes of X-torsors under the affine group PGLn. This observation is
the starting point to compare the descent obstruction with the Brauer-Manin obstruction.
The technical part is achieved by the following lemma.

Lemma 3.26. Let k be a global field and X a k-variety. Let f : Z → X be an X-torsor
under PGLn for some integer n ≥ 1. If A ∈ Br(X) denotes the image of its class in
H1(X,PGLn), then X(Ak)f = X(Ak)A.

Proof. We must show that {xv} ∈ X(Ak)f if and only if {xv} ∈ X(Ak)A. So start
taking any {xv} ∈ X(Ak). Then all comes from the commutative diagram

H1(X,PGLn) > Br(X)[n]

∏
v

H1(kv,PGLn)

{xv}∨
∼
>
∏
v

Br(kv)[n]

{xv}∨

H1(k,PGLn)

res1∧
∼
> Br(k)[n].

res2∧

Here, the vertical arrows going down are evaluation at {xv}, while res1 and res2 are induced
by k → kv. The middle horizontal bijection identifies the images of res1 and res2. Therefore,
the class of f in H1(X,PGLn) maps down to im(res1) if and only if A ∈ Br(X)[n] maps
down to im(res2). Equivalently, {xv} ∈ X(Ak)f if and only if {xv} ∈ X(Ak)A, as we
desired. ut

In view of this lemma, and imitating the definition of X(Ak)descent, we should define

X(Ak)PGL :=
⋂
n≥1

f :Z→X under PGLn

X(Ak)f .

Proposition 3.27. Let k be a global field. Let X be a regular quasi-projective k-variety.
Then

X(Ak)descent ⊆ X(Ak)PGL = X(Ak)Br.

In particular, the descent obstruction is stronger than the Brauer-Manin obstruction.

Proof. Under the hypotheses, Br(X) is torsion (see Theorem 3.10), so that every
A ∈ Br(X) is in the image of the map H1(X,PGLn) → Br(X)[n] for some n. Therefore,
applying the above lemma we get

X(Ak)Br =
⋂

A∈Br(X)

X(Ak)A =
⋂
n≥1

f :Z→X under PGLn

X(Ak)f = X(Ak)PGL.

On the other hand, each PGLn is an affine algebraic group, so by definition the inclusion
X(Ak)descent ⊆ X(Ak)PGL holds and the theorem follows. ut

Remark 3.28. This comparison between the obstructions gives rise to an obvious question:
is the descent obstruction strictly stronger than the Brauer-Manin obstruction? In other
words, are there examples of regular quasi-projective varieties over a field k for which
X(Ak)Br 6= ∅ but X(Ak)descent = ∅? In this direction, Skorobogatov constructed in [Sko99]
a bielliptic surface X over Q which is a counterexample to the Hasse principle that cannot
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be explained by the Brauer-Manin obstruction. For this case, Skorobogatov uses the étale-
Brauer obstruction (to be introduced below) to explain the emptiness of X(Q).

5.1. The étale-Brauer obstruction. By Proposition 3.27, we have seen that the
descent obstruction is stronger than the Brauer-Manin obstruction for a regular quasi-
projective variety over a global field. Now we present a combination of the ideas leading
to these obstructions that gives rise to a new kind of obstruction, named the étale-Brauer
obstruction, which roughly speaking is defined by applying the Brauer-Manin obstruction
to certain étale covers of X.

So let k be a global field and X a k-variety. If f : Z → X is a torsor under an affine
algebraic group G, recall that X(k) can be recovered by the sets of k-rational points on the
twists of Z, that is (see Theorem 3.21):

X(k) =
⊔

τ∈H1(k,G)

fτ (Zτ (k)) ⊆
⋃

τ∈H1(k,G)

fτ (Zτ (Ak)).

In fact, recall that the right-hand side equals X(Ak)f , which is the contribution of the
torsor f in the descent obstruction. Now, if we replace Zτ (Ak) by Zτ (Ak)Br we can expect
to obtain a better “upper bound” for X(k). Then, the étale-Brauer set of X is defined to
be

X(Ak)ét,Br :=
⋂

finite étale G
f :Z→X under G

⋃
τ∈H1(k,G)

fτ (Zτ (Ak)Br),

which is obtained from applying the Brauer-Manin obstruction to all X-torsors under finite
étale group schemes.

Definition 3.29. We say that there is an étale-Brauer obstruction to the local-global
principle for X if X(Ak) 6= ∅ but X(Ak)ét,Br = ∅.

In the same fashion, we can also define possibly smaller subsets

X(Ak)ét,descent :=
⋂

finite étale G
f :Z→X under G

⋃
τ∈H1(k,G)

fτ (Zτ (Ak)descent),

or even X(Ak)descent,descent and so on.

Remark 3.30. In a recent article [Poo10], for any global field k of characteristic not equal
to 2, Poonen constructs a threefold X over k such that X(k) = ∅ but X(Ak)ét,Br 6= ∅.
Then, in the same direction of Remark 3.28, he asked if such a counterexample to the Hasse
principle could be explained by the descent obstruction. And more generally, he asked
whether one always has the inclusion

X(Ak)ét,Br ⊆ X(Ak)descent.

As an answer to the questions arising from Remarks 3.28 and 3.30, it has been recently
proved that the étale-Brauer obstruction is equivalent to the descent obstruction for cer-
tain varieties over number fields. In particular, the counterexample to the Hasse principle
proposed by Poonen cannot be explained in terms of descent:

Theorem 3.31 (Demarche-Skorobogatov). Let k be a number field, and let X be a smooth,
projective, geometrically integral k-variety. Then

X(Ak)ét,Br = X(Ak)ét,descent = X(Ak)descent.

Observe that it suffices to show the following chain of inclusions:

X(Ak)descent ⊆ X(Ak)ét,descent ⊆ X(Ak)ét,Br ⊆ X(Ak)descent.

The second inclusion can be deduced by applying Proposition 3.27 to étale covers of X.
However, the first and third inclusions are more difficult. Chronologically, the third one
was the first to be proved, and it was done by C. Demarche [Dem09], using some previous
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results of D. Harari and M. V. Borovoi. The idea is to show that the subset of X(Ak) cut
out by the torsors under all connected affine algebraic groups equals X(Ak)Br.

A little bit later, Skorobogatov proved the first inclusion in [Sko09], generalizing a
result of M. Stoll. The essence of the idea is to show that if Y is an X-torsor under a
finite étale group scheme, and Z is a Y -torsor under an affine algebraic group, then Z is
dominated by some X-torsor under an even larger affine algebraic group; indeed, this is
analogous to the fact that a Galois extension of a Galois extension of a field k is contained
in some even larger Galois extension of k.

6. About the main theorem of descent theory

At this point we have already introduced the Brauer-Manin obstruction, as well as the
usual obstructions coming from the theory of torsors and descent. Furthermore, we have
seen how they are related, especially in Proposition 3.27 and Theorem 3.31.

In this last section of the chapter we adapt the main theorem of the descent theory of
Colliot-Thélène and Sansuc (see [Sko01, Thm. 6.1.2]). For doing so, we need to introduce
a few more concepts, starting with that of torsors under groups of multiplicative type.

So, suppose as usual that X is a projective variety over a number field k, and write X
for the base extension X = X ×k k̄. With analogous notations, a commutative algebraic
k-group G is said to be of multiplicative type if G = G ×k k̄ is a subgroup of Gnm for some
integer n ≥ 1, where Gm is the multiplicative group. Then, the module of characters

Ĝ = Hom(G,Pic(X)) of G is an abelian group of finite type acted on by Gk = Gal (k̄/k).

Indeed, G 7→ Ĝ gives an anti-equivalence of categories between the category of k-groups of
multiplicative type and the category of continuous Gk-modules which are of finite type as
abelian groups.

It turns out that torsors under groups of multiplicative type are the nicest ones. An
X-torsor under the multiplicative group Gm is just a line bundle over X with the zero
section removed, so these objects are parametrized by Pic(X) = H1(X,Gm). In general,
we already know that X-torsors under a commutative group G are classified by the étale
cohomology group H1(X,G). In this context, the canonical cup-pairing

H1(X,G)× Ĝ−→H1(X,Gm) = Pic(X)

gives us a map H1(X,G) → Hom(Ĝ,Pic(X)). Then, combining it with the natural map
H1(X,G)→ H1(X,G) we get a map

H1(X,G)−→HomGk(Ĝ,Pic(X)).

The image of the class of a torsor f : Y → X under G under this map is called the type
of the torsor, and we will denote it by type(Y, f). There is a nice and useful description of
H1(X,G), for G a k-group of multiplicative type, provided by the exact sequence of Colliot-
Thélène and Sansuc (see [Sko01, Thm. 2.3.6]), which for projective k-varieties looks like
follows:

(9) 0→ H1(k,G)→ H1(X,G)
χ−→ HomGk(Ĝ,Pic(X))→ H2(k,G)→ H2(X,G).

Here the map χ takes the class of an X torsor under G to its type, up to sign.

Finally, we need to define the algebraic Brauer group of X, which leads to the so-called
algebraic part of the Brauer-Manin obstruction. It is the subgroup

Br1(X) := ker(Br(X)→ Br(X)) ⊆ Br(X),

where Br(X) → Br(X) is induced by the natural map X → X. Note that we then have
X(Ak)Br ⊆ X(Ak)Br1(X).

And now, we present the main theorem of Colliot-Thélène and Sansuc announced
before, which tells us that the information given by torsors under groups of multiplicative
type can also be obtained via the Brauer-Manin obstruction. In our context, the result can
be stated as follows (see [Sko01, Thm. 6.1.2] for the general statement):
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Theorem 3.32 (Colliot-Thélène and Sansuc). Let X be a projective variety over a number
field k. Then we have

X(Ak)Br1(X) =
⋂

λ:M↪→Pic(X)

⋃
type(Y,f)=λ

f(Y (Ak)),

where λ : M ↪→ Pic(X) runs over the Gk-submodules of Pic(X) of finite type.

We want to note two interesting remarks about this result. First, the theorem shows
that the algebraic Brauer-Manin obstruction is equivalent to the combination of obstructions
of two different kinds: the obstruction for the existence of torsors f : Y → X of a given
type λ, and the descent obstruction defined by torsors of type λ, for all possible λ’s. And
secondly, by (9) we have that all torsors of a given type can be obtained from one such
torsor by twisting. Hence, fixed a type λ, the union of the sets f(Y (Ak)) over the torsors
f : Y → X of type λ is just the union of the sets fτ (Y τ (Ak)) where τ runs in H1(k,G).
Therefore, if one shows that for a torsor f : Y → X under G of a certain type no twist of
f (including f itself) has points everywhere locally, then according to the theorem we will
have X(Ak)Br1(X) = ∅, hence also X(Ak)Br = ∅.

Remark 3.33. As a final comment, after introducing several kinds of obstructions and
comparing them, with special attention to Proposition 3.27 and Theorems 3.31 and 3.32,
we want to make a remark on Conjecture 3.15. It is only stated for curves, so that the
examples of Skorobogatov and Poonen in dimension 2 and 3 are not in contradiction with
the hope that this conjecture holds true, as well as they show that a generalization to higher
dimensional varieties is not possible. On the other hand, if the conjecture holds true, since
the Brauer-Manin obstruction is the least finer obstruction among the introduced ones, it
will follow that all of them represent the same obstruction for curves.





Chapter 4

The work of B. W. Jordan

After the algebro-geometric incursion of the last chapter, we come back to Shimura
varieties. In fact, from now on we restrict ourselves to Shimura curves. In this chapter, we
review part of the work of Jordan in both his PhD. Thesis [Jor81] and [Jor86].

The first section is devoted to explain the main results of [Jor86] in which we are
interested. They are results concerning the existence of rational points over imaginary
quadratic fields on the Shimura curve XB defined by an indefinite rational quaternion
algebra B. Rather than going into the details of the proofs, we study in the remaining
sections the main ingredients of Jordan’s results: the canonical torsion subgroups of the
QM-abelian surfaces parametrized by XB and the Shimura covering of XB attached to a
prime factor of D = disc(B). These objects are also crucial in Skorobogatov’s work and,
moreover, we should generalize them to our context in later chapters.

1. Rational points on Shimura curves

Let B be an indefinite rational quaternion division algebra, and denote by XB = XB/Q
the canonical model over Q of the Shimura curve defined by a fixed datum (B,O, %), as at
the end of the first section of Chapter 2. For the study of rational points on the curve XB

over certain fields, the following result due to Shimura is of great importance (see [Shi75,
Theorem 0]):

Theorem 4.1 (Shimura). The Shimura curve XB defined by an indefinite rational quater-
nion division algebra B has no real points, i.e. XB(R) = ∅.

In fact, Shimura proved this statement also for higher-dimensional Shimura varieties.
As a consequence, we get that XB has no K-rational points for any totally real number
field K.

In [Jor86], Jordan studied the problem of identifying the number fields K such that
XB(K) = ∅, with special interest in imaginary quadratic fields (the next step after Theorem
4.1). In other words, he worked for a description of the set

D =

 B an indefinite rational quaternion
(B,K) division algebra,

K a number field, XB(K) = ∅

 .

This is clearly a problem about the arithmetic of Shimura curves, strongly related to
the study of the local-global principle on them. Indeed, an obvious subset of D is the set

Dlocal =

 there exists a valuation v of K with
(B,K) ∈ D XB(Kv) = ∅, where Kv is the completion

of K with respect to v

 .

Theorem 4.1 together with results from [JL85] (see also [Jor86, Theorem 0]) for the non-
archimedean case determine Dlocal, so that Jordan focuses on the study of Dglobal = D \
Dlocal, which can be regarded as a measure of the failure of the Hasse principle for XB .

49
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As we have pointed before, the notion of field of moduli plays an important role in the
study of rational points on XB . Namely, if k is a field of characteristic zero and P ∈ XB(k),
then P corresponds to a QM-abelian surface (A, ι) whose field of moduliM(A, ι) is contained
in k, but it does not need to have a model rational over k. In this direction, one of the main
theorems in [Jor86] is the following really neat condition for a QM-abelian surface to be
defined over its field of moduli:

Theorem 4.2 (Jordan). Suppose k is a field of characteristic zero and (A, ι) is a QM-
abelian surface corresponding to a point P ∈ XB(k), so that its field of moduli M(A, ι) is
contained in k. Then (A, ι) has a model rational over k if and only if k splits B.

The necessity of the condition is easily explained: if (A′, ι′) is a model rational over k
for (A, ι), then the action of End(A)⊗ZQ on holomorphic 1-forms gives rise to an injection
B ↪→ Endk(H0(A′,Ω1

/k)) ' M2(k), and hence k splits B. And for the converse, Jordan uses

the splitting of the cotangent space H0(A,Ω1
/k) induced by the splitting of B by k and a

theorem of Shimura (see [Jor86, §1]).

Once Theorem 4.2 is established, the problem of deciding whether a given pair (B,K) ∈
D translates into a problem on the arithmetic of QM-abelian surfaces. Moreover, one has
two cases to deal with arising from the theorem:

(1) K splits B,
(2) K fails to split B.

In the second one, (B,K) 6∈ D if and only if there exists a QM-abelian surface (A, ι)
whose field of moduli M(A, ι) is contained in K, but which has no model rational over K.
It turns out that Theorem 4.1 together with results from [JL85] almost cover this case, and
therefore this case is not pursued in [Jor86].

For the first case, (B,K) 6∈ D if and only if there exists a QM-abelian surface (A, ι)
rational over K. The strategy consists on providing necessary conditions for the existence
of a QM-abelian surface rational over a field K. Then, whenever one can prove the impossi-
bility of fulfilling one of these conditions it follows that XB(K) = ∅, assuming that K splits
B. In this direction, the following result is obtained for the case of imaginary quadratic
fields:

Theorem 4.3 (Jordan). If K is imaginary quadratic of class number not equal to 1, then
there are only finitely many B such that K splits B and XB(K) 6= ∅.
Remark 4.4. By a result of Shimura, the case of class number 1 is more simple: if K is
imaginary quadratic of class number 1 and K splits B, then XB(K) 6= ∅.

For the proof of Theorem 4.3, it is a key point to understand the canonical torsion
subgroups Cp of a QM-abelian surface (A, ι) attached to the prime factors p of D, as well
as the isogeny characters associated to them. These objects were already introduced in
Jordan’s PhD. Thesis ([Jor81]), and some properties about them are established using the
theory of abelian surfaces with quaternionic multiplication over finite and local fields (which
is reviewed in sections 2 and 3 of [Jor86]). From these properties, Jordan proves that the
L-function of a QM-abelian surface satisfies certain congruences that conduce finally to the
proof of Theorem 4.3. It is also worth to mention that the proof of the above theorem given
by Jordan is inspired by the celebrated work of B. Mazur in [Maz78].

There is another application in Jordan’s article that shows explicitly how the arithmetic
of B appears in deciding whether XB(K) is empty or not. Using the notation from [Sko05],
for a prime number q, let P (q) be the set of prime factors of the non-zero integers in the
set {a, a± q, a± 2q, a2 − 3q2}|a|≤2q. If q 6= 2, define B(q) to be the set of indefinite rational
quaternion algebras such that Q(

√
−q) does not split B, and set also B(2) to be the set

of indefinite rational quaternion algebras such that neither Q(
√
−1) nor Q(

√
−2) splits B.

Finally, define C(q) ⊂ B(q) to be the set of the indefinite rational quaternion algebras in
B(q) with reduced discriminant divisible by a prime p 6∈ P (q), and note that B(q) \ C(q) is
finite. Then, we have:
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Theorem 4.5 (Jordan). If K is an imaginary quadratic field in which q is ramified, and
B ∈ C(q) is split by K, then XB(K) = ∅.

Example 4.6. Consider the indefinite rational quaternion algebra B39 of discriminant 39.
On the one hand, neither Q(

√
−1) nor Q(

√
−2) splits B39, and on the other hand Q(

√
−13)

splits B39. Then, applying the above result for q = 2, noting that P (2) = {2, 3, 5, 7, 11}, we
get XB39(Q(

√
−13)) = ∅. Indeed, it can be shown that (B39,Q(

√
−13)) ∈ Dglobal, so that

XB39 is a counterexample to the Hasse principle over Q(
√
−13).

2. Canonical torsion subgroups and isogeny characters

Now we introduce certain torsion subgroups of the abelian surfaces parametrized by the
Shimura curveXB defined by a fixed quaternionic datum (B,O, %) as in the previous section.
We then assume that the indefinite rational quaternion algebra B is division, which implies
D = disc(B) > 1. The material presented here is essentially a review of [Jor81, Chapter
4, §3]. Through all this section, let (A, ι) be a QM-abelian surface defined over a field k of
characteristic zero parametrized by XB . Recall that, in particular, ι : O ↪→ Endk(A).

In order to understand the torsion subgroups of A, it is important to understand first
the subgroups A[`] of `-torsion of A for a prime `. In this direction we have the following
result due to Morita:

Proposition 4.7 (Morita). For any prime `, the Tate module T`(A) is free of rank 1 over
O` = O ⊗Z Z`. Moreover, the commutant of O` in End(T`(A)) is a subalgebra of M4(Z`)
isomorphic to O ⊗Z Z`.

We will use especially the following consequence:

Corollary 4.8. For any prime `, A[`] is free of rank 1 over O/`O.

Now we fix a rational prime p. Then, recall that Bp = B⊗Q Qp is isomorphic either to
the (unique) quaternion division algebra over Qp, which we denote by Hp, or to the matrix
algebra M2(Qp), depending on whether p divides D or not, respectively. If Lp/Qp denotes
the unique unramified quadratic extension of Qp and σ ∈ Gal (Lp/Qp) is the nontrivial
element, Hp can be regarded as a subalgebra of M2(Lp) by the following description:

Hp '
{(

a b
pσb σa

)
: a, b ∈ Lp

}
⊆ M2(Lp).

And with this presentation, the unique maximal order of Hp corresponds to{(
a b
pσb σa

)
: a, b ∈ RLp

}
,

where RLp stands for the ring of integers of Lp. This dichotomy is translated into the
structure of O/pO:

(i) If p - D, then O/pO ' M2(Fp).
(ii) If p|D, then

O/pO '
{(

α β
0 αp

)
: α, β ∈ Fp2

}
⊆ M2(Fp2).

Moreover, these remarks allow us to give an explicit description of the ideals of the Fp-
algebra O/pO:

Proposition 4.9. Let p be a rational prime.

(i) If p - D, then the Fp-algebra O/pO has exactly p + 1 non-zero proper left-ideals,
which are given by

M2(Fp)
(
a 1
a 1

)
, for a ∈ Fp, and M2(Fp)

(
1 0
1 0

)
.
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(ii) If p|D, then the Fp-algebra O/pO has exactly one non-zero proper left ideal, which
is given by{(

0 x
0 0

)
: x ∈ Fp2

}
⊆
{(

α β
0 αp

)
: α, β ∈ Fp2

}
' O/pO.

The proof of these statements is an easy exercise in terms of matrices. Now the key
observation is that since A[p] is a free module of rank 1 over O/pO, the non-zero proper
left ideals of the Fp-algebra O/pO are in bijection with the non-zero proper O-submodules
of A[p]. So the above proposition can be translated into terms of modules and submodules:

Corollary 4.10. Let p be a rational prime and (A, ι) a QM-abelian surface.

(i) If p - D, then the A[p] has exactly p+ 1 non-zero proper O-submodules.

(ii) If p|D, then A[p] has exactly one non-zero proper O-submodule.

Definition 4.11. For a prime divisor p of D, the canonical torsion subgroup of (A, ι) at
p is the unique non-zero proper O-submodule of A[p], and it is denoted by Cp. Its order is
p2.

In general, for any divisor d|D there exists a unique non-zero proper O-submodule Cd
of A[d], which has order d2. It is called the canonical torsion subgroup of (A, ι) of reduced
order d.

Proposition 4.12. If the QM-abelian surface (A, ι) is defined over a field k and Cd is
its canonical torsion subgroup of reduced order d, where d is any divisor of D, then Cd is
rational over k.

Proof. More generally, if α ∈ AutO(A[d]) then α(Cd) ⊆ A[d] is a non-zero proper
O-submodule of order d2. By uniqueness, it is Cd. In particular, this holds for any choice
of α ∈ Im(Gal (k̄/k)→ AutO(A[d])) and the statement follows. ut

Remark 4.13. For a prime p dividing D and a QM-abelian surface (A, ι), the construction
of the canonical torsion subgroup Cp ⊆ A[p] can be achieved from another perspective, as
is done in Skorobogatov’s review in [Sko05]. It follows from [Vig80, p. 86] that there is a
unique two-sided ideal I(p) ⊆ O of reduced norm p, which consists exactly of the elements
in O of reduced norm divisible by p. Then we can consider the kernel of the action of I(p)
on A,

A[I(p)] = ker(I(p) : A→ A) =
⋂

β∈I(p)

ker(β : A→ A) = {x ∈ A : β · x = 0 ∀β ∈ I(p)},

which is an O-submodule of A[p] canonically isomorphic to O/I(p) ' Fp2 . Hence by the
uniqueness of Cp we have Cp = A[I(p)]. As we will see, this approach will be very useful
later.

Now we move on to define the isogeny characters, for which we need the action of
Galois on the torsion subgroups A[p]. From now on we fix a prime p dividing D.

The first observation is that we can consider different structures on the p-torsion sub-
group A[p] when working with the Galois action on it. First of all, A[p] is a free O/pO-
module of rank 1. But from the description

O/pO '
{(

α β
0 αp

)
: α, β ∈ Fp2

}
⊆ M2(Fp2)

we can define a monomorphism of Fp-algebras

i : Fp2 −→ O/pO

α 7−→
(
α 0
0 αp

)
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which gives A[p] the structure of an Fp2-vector space. Note that A[p] has also a natural
structure of an Fp-vector space. Then, the inclusions

Fp ↪→ Fp2
i
↪→ O/pO

lead to natural inclusions

AutO(A[p]) ↪→ AutFp2 (A[p]) ↪→ AutFp(A[p]).

Now, since the action of Gal (k̄/k) on A[p] commutes with the action of O/pO, it
commutes also with the action of Fp2 , making commutative the following diagram:

AutFp(A[p]) ' GL4(Fp)

Gal (k̄/k)
T̃
>

T >

AutFp2 (A[p])
∪

∧

' GL2(Fp2)

AutO(A[p])
∪

∧τ

>
' (O/pO)×

The two isomorphisms at the top follow from the fact that A[p] is a vector space over Fp
(resp. Fp2) of dimension 4 (resp. 2). On the other hand, the isomorphism AutO(A[p]) '
(O/pO)× can be constructed easily. Indeed, since A[p] is free of rank 1 over O/pO, we can
choose x ∈ A[p] such that A[p] = O/pO · x. Then, for every f ∈ AutO(A[p]), there exists a
(uniquely determined) mf ∈ (O/pO)× such that f(x) = mfx, and the assignation f 7→ mf

establishes the claimed isomorphism.

Now let σ ∈ Gal (k̄/k) and suppose that

τ(σ) =

(
α β
0 αp

)
∈ (O/pO)×.

Then we have

τ(σ)

[(
δ γ
0 δp

)
· x
]

=

(
δ γ
0 δp

)
·
(
α β
0 αp

)
x for all

(
δ γ
0 δp

)
∈ O/pO.

In order to go up and describe the representation T̃ , first note that we can choose as a basis
for A[p] as an Fp2 -vector space the couple{

x,

(
0 1
0 0

)
x

}
.

Then we can write

τ(σ)x =

(
α β
0 αp

)
x = i(α)x+ i(β)

(
0 1
0 0

)
x,

τ(σ)

(
0 1
0 0

)
x =

(
0 1
0 0

)(
α β
0 αp

)
x = i(αp)

(
0 1
0 0

)
x.

From this it follows that, in the chosen basis, the representation T̃ is then of the form(
(ρp)

p 0
∗ ρp

)
for some character ρp : Gal (k̄/k)−→F×p2 .

But now we see that this character ρp gives the action of Gal (k̄/k) on

O
(

0 1
0 0

)
x,

which is a non-zero proper O-submodule of A[p], hence the canonical torsion subgroup Cp
attached to the prime p, which is rational over k. We call

ρp : Gal (k̄/k)−→F×p2 ' AutO(Cp)

the canonical isogeny character at p.
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As for the representation T , these facts allow us to ensure that the characteristic
polynomial of T (σ) ∈ AutFp(A[p]), for σ ∈ Gal (k̄/k), is given by

[(x− ρp(σ))(x− (ρp(σ))p)]2.

3. The Shimura covering attached to a prime factor of
disc(B)

The goal of this section is to describe how to attach a cyclic étale covering of XB to a
prime factor p of D = disc(B), following [Jor81, Chapter 5, §1]. Therefore, we may assume
as before that D > 1, which excludes the classical case B ' M2(Q). As a consequence,
recall that the Shimura curve XB is already compact. Moreover, in this section the Shimura
curve XB is rather considered as a Riemann surface.

We start by recalling the notion of covering of a connected curve over C, since Riemann
surfaces are non-singular complex algebraic curves. Although in many topology texts only
étale (unramified) coverings are considered, it will be useful for us to define the notion of
covering in a broader sense:

Definition 4.14. Let X be a connected curve over C. A (branched) covering of X is a pair
(Y, f) consisting of a curve Y and a surjective morphism f : Y → X. The covering (Y, f)
is said to be finite if f is finite. A morphism of coverings (Y1, f1)→ (Y2, f2) is a morphism
of curves g : Y1 → Y2 such that f1 = f2 ◦ g.

A covering (Y, f) of X is called étale (or unramified) if f is étale. When considering
a covering f : Y → X of topological spaces, this amounts to say that every point x ∈ X
has an open neighborhood U such that f−1(U) is a disjoint union of open subsets Vj of Y
for which the restrictions f|Vj : Vj → U are all homeomorphisms; in particular, f is a local

homeomorphism. The category of étale coverings of X will be denoted by ÉtCovX .

Among the étale coverings of a topological space X, there is one of particular interest:
the universal covering. An étale covering f : Y → X is said to be the universal covering
of X if it satisfies the following universal property: for every covering g : Z → X with Z
connected, and every choice of points y0 ∈ Y, z0 ∈ Z such that f(y0) = g(z0), there exists
a unique continuous fibre-preserving mapping h : Y → Z such that h(y0) = z0. In other
words, the universal covering factors through any other étale covering from a connected
topological space. This universal property implies that a connected topological space X has
at most one universal covering up to isomorphism. For connected manifolds, the universal
covering always exists (see for example [Mas77, Theorem 10.2]).

By the definitions, the automorphisms of a covering (Y, f) are exactly the automor-
phisms of Y which preserve the fibres of f . So the group of automorphisms of (Y, f), denoted
by Aut(Y/X), acts on each fibre of the covering. When this action is transitive, the covering
is said to be regular or Galois. This terminology corresponds to an analogy between the
classification of intermediate coverings of the universal covering and Galois theory. The
elements of Aut(Y/X) are also called covering transformations or deck transformations.

To be more precise, suppose X is a Riemann surface. Then X has a universal (étale)

covering X̃, on which the topological group π1(X) of X acts by path lifting. Then the
following result particularizes [Sza09, Theorem 2.3.4]:

Theorem 4.15. Let π1(X) be the topological fundamental group of X(C)an. Let π1(X)-
Sets be the category of sets equipped with a left action of π1(X). Then, there exists a natural
equivalence of categories

ÉtCovX−→π1(X)-Sets.

Under this equivalence, connected étale coverings of X correspond to transitive π1(X)-sets,
i.e., to conjugacy classes of subgroups of π1(X). With such a subgroup H of π1(X), there

is associated the algebraization of the covering of Riemann surfaces X̃/H → X.



3. THE SHIMURA COVERING ATTACHED TO A PRIME FACTOR OF disc(B) 55

In particular, the universal covering corresponds to the trivial subgroup and the trivial
covering id : X → X corresponds to the whole group π1(X). From these results it follows

that the group of covering transformations of the universal covering Aut(X̃/X) is isomor-
phic to π1(X). As for the Galois coverings intermediate to the universal covering, these
correspond to the normal subgroups of π1(X). Given such a covering Y → X, corresponding

to a normal subgroup N of π1(X), then Aut(X̃/Y ) = N and Aut(Y/X) = π1(X)/N .

Now we sketch how to obtain a cyclic étale covering of a Riemann surface. So let X
be a Riemann surface and let H ⊆ Hom(π1(X),Q/Z) ' H1(X,Q/Z) (singular cohomology)
be a cyclic subgroup of order n. This subgroup H determines a normal subgroup of index
n of π1(X), namely

ker(H) :=
⋂
f∈H

ker(f : π1(X)→ Q/Z) ⊆ π1(X),

which therefore defines a cyclic étale covering YH of the universal covering X̃/X of X, with

Aut(X̃/YH) ' ker(H) ⊆ π1(X) ' Aut(X̃/X).

Conversely, given a cyclic étale covering Y/X of degree n, we can define a cyclic sub-
group S(Y/X) of H1(X,Q/Z) of order n by means of the exact sequence

0−→S(Y/X)−→H1(X,Q/Z)−→H1(Y,Q/Z).

That is, S(Y/X) is the kernel of the morphism H1(X,Q/Z) → H1(Y,Q/Z) in cohomology
induced by the covering map Y → X. These two associations are inverse one to each other,
so that cyclic subgroups of H1(X,Q/Z) of order n bijectively correspond to cyclic étale
covers of X of order n.

This process applies to the case of Shimura curves, and allows us to attach a cyclic
étale covering to every prime divisor p of the discriminant of the rational quaternion algebra
defining XB . Recall that we have fixed the datum (B,O, %) at the outset. Let p be a prime
divisor of D, Lp the unique quadratic unramified extension of Qp and denote by σ the
nontrivial element in Gal (Lp/Qp). Then fix an isomorphism

ψ : O ⊗ Zp
'−→
{(

x y
pσy σx

)
: x, y ∈ RLp

}
⊆ M2(RLp),

where RLp is the ring of integers of Lp, and set PO1 = O1/{±1}.

Definition 4.16. The Nebentypus character of O at p is the character

ε′p : O ⊗ Zp−→Fp2

defined using the above isomorphism by the condition

ε′p(γ) = x mod p ∈ Fp2 if ψ(γ) =

(
x y
pσy σx

)
with x, y ∈ RLp .

The Nebentypus character of PO1 at p is then the character

εp : (O ⊗ Zp)×/{±1}−→F×p2/{±1}

induced by ε′p.

Remark 4.17. Note that while the Nebentypus character ε′p of O at p depends on the
chosen isomorphism ψ, the pair {εp, εpp} does not.

Now let E ⊆ PO1 be the subgroup generated by the elliptic elements, and denote by
πp : F×p2 → F×p2/{±1} the natural projection. Since every subgroup of the multiplicative

group F×p2 ' Z/(p2 − 1)Z is cyclic, π−1
p (εp(E)) ⊆ F×p2 must be cyclic. The next result shows

that its order depends only on the arithmetic of B. More precisely, it depends on whether
the imaginary quadratic fields Q(

√
−1) and Q(

√
−3) split B or not.
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Proposition 4.18. With the above notations,

π−1
p (εp(E)) =


µ12 if both Q(

√
−1),Q(

√
−3) split B,

µ6 if Q(
√
−3) splits B and Q(

√
−1) does not,

µ4 if Q(
√
−1) splits B and Q(

√
−3) does not,

µ2 if neither Q(
√
−1) nor Q(

√
−3) split B,

where here µk = µk(F×p2) = {ζ ∈ F×p2 : ζk = 1}.

Proof. The statement follows from observing that the reduced trace of an elliptic
element has to be -1, 0 or 1, according to the standard characterization of elliptic elements
of PSL2(R) (see [Jor81, Proposition 5.1.3]). ut

If for a quadratic field K we set(
B

K

)
=

{
1 if K splits B,

0 if K does not split B,

then the order e(p,B) = |π−1
p (εp(E))| of π−1

p (εp(E)) is given by the following expression:

e(p,B) =


2
(

1 + 2
(

B
Q(
√
−3)

))(
1 +

(
B

Q(
√
−1)

))
if p > 3,

2
(

1 +
(

B
Q(
√
−1)

))
if p = 3,

1 + 2
(

B
Q(
√
−3)

)
if p = 2.

The four cases from the proposition can be reduced to only two in the cases p = 2, 3,
just by excluding the non-possible orders, and this leads to the simplified expressions for
these particular instances.

Note that for p 6= 2 the integer e(p,B) is always even. And since for the case p = 2
the subgroup {±1} ⊆ F×p2 might be understood just as the trivial subgroup {1}, we can

consider the natural projection F×p2/{±1} → F×p2/µe(p,B). Set n(p,B) = (p2 − 1)/e(p,B),

which is the order of the cyclic group F×p2/µe(p,B). Then the composition of the Nebentypus

character of PO1 at p with this projection leads to the following definition:

Definition 4.19. The reduced Nebentypus character of PO1 at p, which we denote by ε̃p,
is defined as the character making commutative the following diagram:

PO1 εp
> F×p2/{±1}

F×p2/µe(p,B)

∨ε̃p >

' Z/n(p,B)Z

Now observe that by Proposition 4.18, the elements in εp(E) ⊆ F×p2/{±1} all come from

µe(p,B) ⊆ F×p2 , hence the reduced Nebentypus character ε̃p of PO1 at p factors through the

subgroup E and we can regard it as having source in PO1/E .

Finally we need a somehow technical lemma in order to obtain our covering:

Lemma 4.20. PO1/E is a quotient of π1(XB).

Proof. Consider first the natural projection f : H→ XB = PO1\H, and define S ⊂ H
to be the (discrete) set of elliptic points with respect to PO1. Denote by S′ the image of S
by f , which is by definition the set of elliptic points of XB . Note that S′ is a finite set of
points because XB is compact. Since the branch locus of f consists precisely of the elliptic
points of XB , it is readily seen that the restriction of f to H− S induces an étale covering,
which we still denote by f ,

f : H− S−→XB − S′.
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Moreover, it is also clear that PO1 is the group of automorphisms of this covering (by
continuity, every automorphism of this covering extends uniquely to an automorphism of
the (branched) covering H → XB , which has PO1 as a group of covering transformations,
and conversely every automorphism of the latter covering restricts to an automorphism of

the former one). Now, if we denote by X̃B − S′ the universal étale covering of XB − S′,
since H− S is connected we have a chain of étale coverings

X̃B − S′−→H− S−→XB − S′.

In particular, X̃B − S′ is also the universal covering of H− S and

Aut(X̃B − S′/H− S) = π1(H− S)

is a normal subgroup of π1(XB − S′), because the action of PO1 on the fibres of H −
S−→XB − S′ is transitive. Therefore we have

(10) Aut(H− S/XB − S′) = π1(XB − S′)/π1(H− S).

Observe that here π1(H− S) has to be regarded as a subgroup of π1(XB − S′) via the
monomorphism f∗ : π1(H − S) → π1(XB − S′) induced by f . If for each τ ∈ S we denote
by δτ a sufficiently small counterclockwise loop in H around τ , so that its complement
in H consists of two connected components, one of them containing τ and the other one
containing S−τ , then by the Seifert-van Kampen Theorem the fundamental group π1(H−S)
is the free group generated by these elements δτ with τ ∈ S. But now, since locally around
each elliptic point τ ∈ S the covering map f is like z 7→ zeQ , where eQ is the ramification
index of Q = f(τ) and z is a local coordinate, we see that

N := f∗π1(H− S) = 〈γeQQ : Q ∈ S′〉,

where γQ is a sufficiently small counterclockwise loop in XB around Q. Then (10) can be
written more precisely as

PO1 = Aut(H− S/XB − S′) = π1(XB − S′)/N.

Finally, since S′ is a finite set of points in XB it is clear that every loop γ in XB can
be modified homotopically to a loop not passing by any point in S′. In this way we get a
natural morphism π1(XB) → π1(XB − S′), and using the above relation it can be shown
that this map defines a surjection from π1(XB) to PO1/E . ut

So, in view of this lemma we can even regard the reduced Nebentypus character as

ε̃p : π1(X)−→Z/n(p,B)Z,

that is, as an element of H1(π1(XB),Z/n(p,B)Z) of order n(p,B). Then, by the procedure
explained above, ε̃p gives rise to a cyclic étale covering

ZB,p−→XB

of degree n(p,B) of the curve XB .

Definition 4.21. The cyclic étale covering ZB,p−→XB of degree n(p,B) is the Shimura
covering at p of the Shimura curve XB.

It is worthwhile relating this Shimura covering ZB,p with the canonical torsion subgroup
Cp we have introduced before, as is done in [Jor81]. First consider the Nebentypus character
εp : PO1 → F×p2 , and define Γ(p) ⊆ PO1 to be its kernel. Then XB,p := Γ(p) \ H is a cyclic

Galois covering of XB (cf. [Sij10, p. 91]) with Aut(XB,p/XB) ' F×p2/{±1} ' Z/p
2−1
2 Z.

This subgroup Γ(p) is closely related with the two-sided ideal I(p). Indeed, using
the definition of the Nebentypus character εp it follows that regarding Γ(p) as a subgroup
of O1 it consists of the elements in O1 which are congruent to 1 modulo I(p). That is,
Γ(p) = (1 + I(p))/{±1} (note that this is really a multiplicative group).
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In terms of moduli for QM-abelian surfaces, recall that XB parametrizes QM-abelian
surfaces (A, ι : O ↪→ End(A)), and any of these abelian surfaces has a canonical tor-
sion subgroup Cp attached to each prime divisor p of D. Then, the Galois covering XB,p

parametrizes isomorphism classes of triplets (A, ι, xp), where xp ∈ Cp is a generator of the
canonical subgroup Cp of (A, ι) as an O-module. In this situation, the Shimura covering
ZB,p/XB at p is the maximal étale covering of XB intermediate to the covering XB,p/XB

(see [Jor81, p. 110]).

Example 4.22. Let B be the rational quaternion algebra of discriminant 11 · 17. Let
ZB,11 and ZB,17 be the Shimura coverings of XB at the primes 11 and 17 respectively. For
computing the degree of these coverings it suffices to know whether the quadratic fields
Q(
√
−1), Q(

√
−3) do split B or not.

In general, by the criterion of Hasse, we know that a quadratic field K splits a rational
quaternion algebra B if and only if every prime which ramifies in B fails to split in K (see
Theorem 1.26). And on the other hand, if dK denotes the discriminant of K and p is an
odd prime not dividing dK , then p fails to split in K if and only if dK is not congruent to a
square modulo p. Therefore, since dQ(

√
−1) = −4 and dQ(

√
−3) = −3, it is enough to know

whether −4 and −3 are squares modulo 11 and 17 or not. For the case of −4 = dQ(
√
−1) we

have that (
−4

17

)
=

(
−1

17

)
= 1

because 17 ≡ 1 (mod 4). This means that 17 splits in Q(
√
−1), hence Q(

√
−1) does not

split B. As for the case −3 = dQ(
√
−3), it is not a square neither modulo 11 nor 17, so that

both 11 and 17 fail to split in Q(
√
−3), which then splits B.

Then, with the same notations as before, we have e(11, B) = e(17, B) = 6, which means
that the degrees of the Shimura coverings at the primes 11 and 17 are n(11, B) = 20 and
n(17, B) = 48, respectively.



Chapter 5

Following A. N. Skorobogatov

This chapter begins with a brief exposition of the interpretation of Jordan’s results
worked out by Skorobogatov [Sko05] in terms of descent. The consequence of this inter-
pretation is that the counterexamples to the Hasse principle arising from Jordan’s results
[Jor86] can be accounted for by the Brauer-Manin obstruction.

As in the previous chapter, let B be an indefinite rational quaternion division algebra,
and consider the Shimura curve XB defined by a fixed datum (B,O, %).

One of the main ingredients in Skorobogatov’s work is an étale subcovering of the
Shimura covering XB,p → XB attached to a prime factor p of the reduced discriminant D
of B introduced by Jordan. As we show in the second section, these coverings can be used

to obtain coverings of an Atkin-Lehner quotient X
(m)
B of XB in a natural way. This gives

us a hope to prove that the Brauer-Manin obstruction explains some counterexamples to
the Hasse principle involving Atkin-Lehner quotients of XB , but now over Q instead of over
an imaginary quadratic field, using the work of V. Rotger [Rot08].

In the third section of this chapter we state the main result of this thesis, which will
be proved in Theorem 7.31.

1. Interpretation of Jordan’s results using descent

As we have explained, Jordan’s work on global points on Shimura curves is based on
the modular interpretation and exploits the properties of the canonical torsion subgroups
of QM-abelian surfaces and their isogeny characters.

More recently, Skorobogatov [Sko05] has interpreted Jordan’s approach in terms of
descent. This interpretation leads him to explain several counterexamples to the Hasse
principle for which there was no explanation before. He finds that they are accounted for
by the Brauer-Manin obstruction.

The main idea is to consider the Shimura covering XB,p of XB attached to a prime
factor p of D = disc(B), which has been introduced in the last chapter. This Galois covering
parametrizes triplets (A, ι, xp), where (A, ι) is a QM-abelian surface and xp is a generator of
the canonical torsion subgroup Cp of A at p, considered as an O-module. The Galois group

of this covering is isomorphic to the cyclic group F×2
p2 ' F×p2/{±1} of order p2−1

2 . Assuming

p ≥ 5, since 6 divides p2−1
2 we have that Z/6Z is a subgroup of Z/p

2−1
2 Z, and Skorobogatov

defines Y as the quotient of XB,p by Z/6Z. This is a cyclic étale subcovering of the maximal
étale subcovering ZB,p of XB,p defined in the previous chapter, and in particular it is an

XB-torsor under the constant group scheme F×12
p2 ' Z/p

2−1
12 Z.

This translation allows Skorobogatov to use the language of torsors and descent from
Chapter 3 and to strengthen Jordan’s results, in the sense that instead of finding sufficient
conditions for the emptiness of XB(K) for certain quadratic fields K, he can conclude that

59
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XB(AK)Br = ∅. This difference implies that the counterexamples to the Hasse principle
found by Jordan are accounted for by the Brauer-Manin obstruction.

For example, by adapting Theorem 6.1 in [Jor86] Skorobogatov proves the following:

Theorem 5.1 (Skorobogatov). Let B be an indefinite rational quaternion algebra ramified
at a prime p ≥ 11, p ≡ 3 mod 4, and XB be the Shimura curve defined by B. Assume that
B is split by an imaginary quadratic field K in which p is inert, and denote by p the unique
prime of K over p. Assume also that there is no surjective homomorphism from the ray

class group of K of conductor p to the product of the class group ClK and Z/p
2−1
12 Z. Then

XB(AK)Br = ∅.

The basic idea behind the proofs in [Sko05] which is added to Jordan’s arguments
can be described as follows. Suppose that K is a number field and that Q ∈ XB(K) is a
K-rational point on the Shimura curve XB . The torsor f : Y → XB under the constant
group scheme G = F×12

p2 is a torsor under a group of multiplicative type, since G can be

regarded as the subgroup of roots of the unity of order p2−1
12 in Gm. The evaluation map

induced by this torsor associates to Q the class φQ ∈ H1(K,G) of the K-torsor under G
corresponding to its fibre. Analogously, if we are given instead of Q a family {Qv}v of
Kv-rational points on XB (where v runs over the places of K), we get in the same way
elements φQv ∈ H1(Kv, G). The φQv are indeed characters from Gal (K̄v/Kv) to G. Now
recall from the last chapter the definition of the descent obstruction related to the torsor f
by means of the commutative diagram

XB(K) ⊂ > XB(AK)

H1(K,G)

∨
>
∏
v

H1(Kv, G).

∨

In words, if a rational point Q ∈ XB(K) does exist, then it has to be mapped to a family
of local characters {φQv}v ∈

∏
v H1(Kv, G) coming from a global character in H1(K,G).

So, in order to prove that there is a Brauer-Manin obstruction to the existence of
rational points on XB , the key argument of Skorobogatov reduces to the following: one may
prove that no family of local characters {φQv}v with1 Qv ∈ XB(Kv) comes from a global
character of Gal (K̄/K). If one succeeds, it follows that the descent subset XB(AK)f ⊆
XB(AK) associated to the torsor f is empty, and therefore no twist of the torsor f has points
everywhere locally, by (8). At this point, one could conclude by saying that there is a descent
obstruction to the existence of rational points on XB , since XB(AK)descent ⊆ XB(AK)f = ∅.
However, by applying Theorem 3.32 (see the comments after its statement) one deduces
actually that XB(AK)Br is empty, as desired. By the way, note that this is a stronger
condition than the vanishing of the descent set XB(AK)descent, by Proposition 3.27.

Moreover, the translation of the modular approach of Jordan’s work to the language
of torsors is also read in these local characters. If (A, ι) is a QM-abelian surface defined
over K, the choice of a field isomorphism of Cp = O/Ip with Fp2 defines a character

ρA,p : Gal (K̄/K) → F×p2 coming from the Galois action on Cp, namely the canonical

isogeny character. Then, assuming that K splits B, if (A, ι) represents a K-rational point
Q ∈ XB(K), then ρ12

A,p = φQ ([Sko05, Lemma 2.1]).

Example 5.2. One of the examples discussed by Skorobogatov in [Sko05] refers to the
Shimura curve XB defined by the quaternion algebra B of discriminant 23 · 107, which is
also considered in [RSY05]. The curve XB has genus 193, and computations based on
results from [JL85] show that XB has points in all completions of Q(

√
−23), but it turns

out that XB(Q(
√
−23)) = ∅, so that XB is a counterexample to the Hasse principle over

Q(
√
−23).

1Here we assume that XB(AK) 6= ∅, since otherwise there is nothing to prove.
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In order to apply the above theorem for p = 107, one has that

Cl
(107)

Q(
√
−23)

' Z/4Z× Z/81Z× Z/53Z

and ClQ(
√
−23) ' Z/3Z, so that

Z/
1072 − 1

12
Z× ClQ(

√
−23) ' Z/2Z× Z/9Z× Z/53Z× Z/3Z.

Then the hypothesis of the theorem are easily seen to hold, hence XB(AQ(
√
−23))

Br =

∅, and this counterexample to the Hasse principle is accounted for by the Brauer-Manin
obstruction.

The other main result in [Sko05] takes Theorem 4.5 a step further. With the notations
as in the previous chapter:

Theorem 5.3 (Skorobogatov). Let K be an imaginary quadratic field in which q is ramified,
B a quaternion algebra in C(q) which is split by K, and XB the Shimura curve defined by
B. Then XB(AK)Br = ∅.

Example 5.4. As an application of this theorem, Skorobogatov recovers the example given
by B39 and Q(

√
−13) from the previous section. The corresponding Shimura curve XB39

has points everywhere locally over Q(
√
−13), and for this particular case the property

XB39
(AQ(

√
−13))

Br = ∅ was checked in [SS03], but using a conjectural equation for XB39

due to Kurihara. Applying the above theorem with q = 2 gives this result unconditionally.
However, it is worthwhile mentioning here that the curve defined by the equation conjectured
by Kurihara for XB39 is now known to be really isomorphic to the Shimura curve XB39 ,
after the work of S. Molina in [Mol10].

2. Cyclic étale coverings of Atkin-Lehner quotients of XB

Let m be a positive nontrivial divisor of D = disc(B), and consider the Atkin-Lehner
involution ωm. In order to apply the techniques of Skorobogatov [Sko05], but now to the

Atkin-Lehner quotient X
(m)
B = XB/〈ωm〉 of the Shimura curve XB by ωm, we need to

construct first a suitable étale covering.

A first approach would consist on looking to the natural quotient map XB → X
(m)
B .

Composing it with the étale coverings ZB,p → XB constructed in the previous chapter,

we get coverings ZB,p → X
(m)
B , but these ones are étale if and only if the Atkin-Lehner

involution ωm is unramified. By the formula for the number of fixed points of an Atkin-
Lehner involution on XB ([Ogg83]), we know that ωm has no fixed points if and only if
(−mq ) = 1 for some prime divisor q of disc(B). Then:

Proposition 5.5. Assume m|D is such that (−mq ) = 1 for some prime divisor q of D.

Then the natural projection XB → X
(m)
B is a double étale covering of X

(m)
B .

This approach was used in [RSY05] (see for example Proposition 3.5), and we refer the
reader there for the results obtained in this direction. It is important to note here that, by
the criterion of Ogg mentioned above, the full Atkin-Lehner involution ωD has always fixed

points. Hence, the covering XB → X
(D)
B is always ramified and the approach of [RSY05]

cannot be used to study rational points on X
(D)
B . This is one of the reasons for trying to

construct another covering of the Atkin-Lehner quotient X
(m)
B , which we want to be étale

independently on the divisor m of D.

So the goal is to construct étale coverings Z
(m)
B,p → X

(m)
B from the already known ones

ZB,p → XB in some way that does not depend on the nature of the involution ωm. The
basic idea behind our construction is that ωm can be lifted to an involution ω̂m on the
Galois covering XB,p, which preserves the intermediate coverings of XB,p → XB arising as

quotients of XB,p by subgroups of Aut(XB,p/XB) ' F×p2/{±1} ' Z/p
2−1
2 Z.
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2.1. Lifting an Atkin-Lehner involution to XB,p. The first step to achieve our
goal, as we have said, is to lift the involution ωm on XB to an involution ω̂m on the covering
XB,p. By this we mean an involution ω̂m : XB,p → XB,p making commutative the diagram

(11)

XB,p
ω̂m
> XB,p

XB

∨
ωm
> XB

∨

where the vertical arrows are the covering map. Such a lift is constructed using the moduli
interpretation of XB and the explicit description of the action of the Atkin-Lehner involution
ωm on XB by means of the Shimura correspondence explained in Example 2.14.

Recall from Chapter 2 that we have a uniformization map H→ XB(C) sending a point
τ ∈ H to the isomorphism class of the QM-abelian surface (Aτ , ιτ , [Lτ ]) where

• Aτ = C2/O · vτ , with vτ = (τ, 1)t,
• ιτ : O ↪→ End(A) is the natural map,
• Lτ is the polarization induced by an explicit Riemann form Eτ .

With respect to this uniformization map, the action of ωm is described by

ωm([(A, ι, [L])]) = [(A, ιαm , [α
∗
mL])],

for any representative αm ∈ NormB×(O)∩O of reduced norm m of ωm, where the notations
are as in Example 2.14.

Now we look to XB,p = Γ(p)\H. As we have already quoted, XB,p parametrizes isomor-
phism classes of quadruplets (A, ι, [L], xp) with (A, ι, [L]) as above and with xp a generator
of the canonical torsion subgroup Cp ⊆ A[p] of A attached to p as an O-module. Note that
an isomorphism between two of these quadruplets (A, ι, [L], xp) and (A′, ι′, [L′], x′p) is just
an isomorphism of QM-abelian surfaces (A, ι, [L]) ' (A′, ι′, [L′]) sending xp to x′p.

In order to generalize the above Shimura’s description to obtain a uniformization map
for the covering XB,p, it suffices to choose a generator xp,τ of the canonical subgroup Cp
of Aτ at p, as an O-module via the action defined by ιτ . Being B a rational quaternion
algebra, the two-sided O-ideal I(p) is principal, so let β ∈ O be a generator for I(p): that
is, β ·O = O·β = I(p). Then, define xp,τ to be β−1 ·(τ, 1)t. Since B is division, this product
makes sense when regarding β in GL2(R). First of all, xp,τ belongs to the p-torsion of A.
Indeed, since β is a generator for I(p) we can assume it has norm p, and then β−1 = 1

p β̄.

Therefore p · xp,τ = β̄ · (τ, 1)t ∈ O · (τ, 1)t. And secondly, for checking that xp,τ really is
a generator of Cp, note that for γ ∈ O the condition γ · xp,τ ∈ O · (τ, 1)t is equivalent to
saying that γ ∈ O · β = I(p), so that O · xp,τ is free of rank one over O/I(p). Hence, by
uniqueness it is the canonical subgroup Cp.

In this way we have a uniformization map

H −→ XB,p(C)

τ 7−→ ((A, ι, [L])τ , xp,τ )

Being Γ(p) a subgroup of PO1, the PO1-orbit of a point τ ∈ H breaks into (generically)
different Γ(p)-orbits which are in correspondence with the points of XB,p in the fibre of
[(A, ι, [L])τ ] ∈ XB . These points correspond to the non-isomorphic choices of a generator
for Cp.

With this description of XB,p, the action of αm on H inducing the Atkin-Lehner invo-
lution ωm on XB induces naturally also an involution on XB,p given by:

ω̂m : XB,p −→ XB,p

P = [((A, ι, [L])τ , xp,τ )] 7−→ ω̂m(P ) = [(Aαmτ , ιαmτ , [α
∗
mL], xp,αmτ )]

If we want to drop the point τ off from the description, we can use again the isomor-
phism g : Aαmτ → Aτ induced by α−1

m from Example 2.14. Since g is an isomorphism of



2. CYCLIC ÉTALE COVERINGS OF ATKIN-LEHNER QUOTIENTS OF XB 63

QM-abelian surfaces, it commutes with the QM structure, and then

g(xp,αmτ ) = g(β−1 · vαmτ ) = β−1 · g(vαmτ ) = β−1 · vτ = xp,τ .

Therefore, ω̂m can be described also as follows, without making explicit the point τ ∈ H:

(12) P = [(A, ι, [L], xp)] 7−→ ω̂m(P ) = [(A, ιαm , [α
∗
mL], xp)].

In fact, it seems natural that if we recover the underlying abelian variety the generator
may not change. If we adopt (12) as the definition for ω̂m, one can check easily that xp still
generates the canonical torsion subgroup Cp of the underlying abelian variety of ω̂m(P ):
since αm ∈ NormB×+

(O), one has that

ιαm(O)(xp) = ι(α−1
m Oαm)(xp) = ι(O)(xp) = Cp,

using that xp is a generator of Cp as an O-module via ι.

Summing up, we have defined an involution ω̂m on XB,p lifting our original Atkin-
Lehner involution ωm without any restriction on m, and a commutative diagram like (11)
holds.

Remark 5.6. From the description in (12), it is clear that ω̂m is an involution on XB,p

because ωm is an involution on XB . Moreover, both XB,p and ω̂m(XB,p) are solutions to
the same moduli problem and, since a moduli problem has at most one solution up to a
unique isomorphism, this observation implies that ω̂m is a rational automorphism of XB,p

over Q. It was natural to expect this property because the Atkin-Lehner involutions ωm
are also rational.

2.2. A cyclic étale covering of X
(m)
B . Once we have the lifted Atkin-Lehner invo-

lution ω̂m : XB,p → XB,p, consider the quotient X
(m)
B,p = XB,p/〈ω̂m〉. From the description

of ω̂m in terms of moduli, it is clear that we have a commutative diagram

XB,p

XB

>

X
(m)
B,p

∨

X
(m)
B

∨>

where the diagonal arrows are covering maps. In particular, X
(m)
B,p → X

(m)
B is a covering of

the Atkin-Lehner quotient X
(m)
B with automorphism group isomorphic to the cyclic group

F×2
p2 ' Fp2/{±1} of order p2−1

2 . But this covering is étale if and only if the covering

XB,p → XB is étale, which is not true in general.

However, it is natural to expect the involution ω̂m to descend to ZB,p, where ZB,p
is the maximal étale subcovering of XB,p → XB introduced in Chapter 4. Indeed, the
intermediate subcoverings of XB,p → XB arise as quotients of XB,p by subgroups of the

cyclic group Aut(XB,p/XB) ' Z/p
2−1
2 Z, and as we show below in more generality, ω̂m

descends to an involution on any of these coverings:

Proposition 5.7. With the notations as before, for any subgroup H ⊆ Aut(XB,p/XB) '
Z/p

2−1
2 Z the involution ω̂m descends to the quotient of XB,p by H.

Proof. As we have seen above, if P is a closed point in XB,p, regarded as a quadruplet
[(Aτ , ιτ , [Lτ ], xp,τ )] corresponding to a point τ ∈ H, then the action of ω̂m can be described
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by
ω̂m(P ) = [(Aαmτ , ιαmτ , [α

∗
m(Lτ )], xp,αmτ )],

for any αm ∈ NormB×+
(O) ∩ O of reduced norm m. On the other hand, and using also the

description of XB,p via the uniformization map, an automorphism γ ∈ Aut(XB,p/XB) =
PO1/Γ(p) acts by

γ(P ) = [(Aγτ , ιγτ , [γ
∗(Lτ )], xp,γτ )].

Having said this, we next show that for every γ ∈ H there exists some γ′ ∈ H such
that ω̂m(γ(P )) = γ′(ω̂m(P )), which proves the statement. Writing down the corresponding
expressions, it suffices to show that αmγ = γ′αm for some γ′ ∈ H or, equivalently, that
αmγα

−1
m ∈ H. First observe that since αm normalizes O1, it also normalizes PO1/Γ(p),

hence asking for this condition makes sense. Secondly, since the order d of αmγα
−1
m is the

same as the order of γ and there is only one (cyclic) subgroup of order d of the cyclic group
Aut(XB,p/XB), we have

〈αmγα−1
m 〉 = 〈γ〉 ⊆ H,

hence αmγα
′
m ∈ H as we claimed. ut

In particular, when p 6= 2, recall that the maximal étale subcovering ZB,p → XB of

XB,p → XB can be expressed as the quotient of XB,p by the cyclic subgroup Z/ e(p,B)
2 Z ⊆

Z/p
2−1
2 Z, where e(p,B) is the integer defined in Chapter 4 in terms of the arithmetic of B.

Corollary 5.8. The Atkin-Lehner involution ω̂m descends to the maximal étale subcovering

ZB,p → XB of XB,p → XB. Setting Z
(m)
B,p := ZB,p/〈ω̂m〉, the cyclic covering Z

(m)
B,p → X

(m)
B

is étale and makes commutative the diagram

ZB,p

XB

ét

>

Z
(m)
B,p

∨

X
(m)
B

∨
ét

>

where the vertical arrows are the natural quotient maps.

As a consequence, we have finally obtained a cyclic covering Z
(m)
B,p → X

(m)
B which is

étale independently on the divisor m of D.

3. Statement of the main result

Once we have attached an étale covering of an Atkin-Lehner quotient X
(m)
B of the

Shimura curve XB to each prime divisor p of D = disc(B), we can think about using these

coverings to explain the non-existence of rational points on X
(m)
B . Indeed, if we assume that

the involution ωm is twisting, we know from Chapter 2 that the Q-rational points on X
(m)
B

correspond to isomorphism classes of abelian surfaces with real multiplication by Q(
√
m)

whose field of moduli is Q, and admitting quaternionic multiplication by B over Q̄.

More generally, Rotger considers in [Rot08] abelian varieties A/Q of GL2-type over Q
of dimension g, by which we mean that the ring R = EndQ(A) is an order in a number field
E of degree [E : Q] = g, and such that EndQ̄(A) is an order O in a quaternion algebra over
a totally real number field F . Fixed the pair (O, R), some necessary conditions are given
for the existence of such an abelian variety. Therefore, the results in [Rot08] are in some
sense analogous to the results of Jordan in [Jor86] reviewed in Chapter 4. In the particular
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case of dimension g = 2, these results can be read as results about the non-existence of

Q-rational points on X
(m)
B .

With this picture in mind, it is reasonable to think that the ideas used by Skorobogatov
in [Sko05] to interpret Jordan’s results in terms of descent can be applied to interpret
Rotger’s results in a similar way. Now one should expect the counterexamples to the Hasse
principle for Atkin-Lehner quotients over Q arising from Rotger’s work to be accounted for
by the Brauer-Manin obstruction.

After explaining the results of Jordan, one of the main difficulties to deal with is clearly
the question of when the field of moduli is a field of definition for the abelian surfaces with

real multiplication parametrized by X
(m)
B . In the classical case of abelian surfaces (A, ι)

with quaternionic multiplication corresponding to points in XB(k) for some characteristic
zero field k, the condition given in Theorem 4.2 is very nice: it is necessary and sufficient
for the abelian surfaces (A, ι) to admit a model rational over k that k splits B. Moreover,
if this condition is satisfied then it is also satisfied for all the completions kv of k. And this
is a crucial point in [Sko05]. However, finding a similar condition for the abelian surfaces

(A, i) parametrized by X
(m)
B is, as far as we know, more complicated. So the first task we

must face is to study the relation between the field of moduli and the field of definition of
these abelian surfaces. This is the goal of the next chapter, and a criterion in the same
direction as in the classical case is given in Theorem 6.9. Using a particular instance of this
criterion, we will be able to prove a first approach to the main theorem of this thesis in
Theorem 7.19.

The proof of Theorem 7.19 uses certain Galois representations attached to abelian

surfaces with real multiplication parametrized by X
(m)
B and defined over `-adic fields, which

were already introduced in [Rot08] but in a global context. As we will see in Chapter 7,
the key point is that these representations are related to the local characters attached to

the corresponding points in X
(m)
B (Q`), by means of a suitable X

(m)
B -torsor defined from the

étale covering Z
(m)
B,p → X

(m)
B .

Then, the idea behind the proof of our main result is that for an abelian surface

(A`, i`) corresponding to a point Q` ∈ X(m)
B (Q`), for some prime `, we are able to extend

the above mentioned Galois representations to representations of the absolute Galois group
Gal (Q̄`/Q`), even in the case where (A`, i`) does not admit a model rational over Q`. Using
these extended Galois representations, to be introduced at the end of Chapter 7, we will
prove finally our main result in Theorem 7.31.

Nevertheless, we want to state our main result in advance to close this chapter. For
doing so, let us make some definitions. Firstly, the congruence conditions appearing in
Theorem 4.5 and Theorem 5.3 will be now replaced, as in [Rot08], by defining a set of
exceptional primes with respect to a fixed prime q as follows:

Definition 5.9. For a rational prime q, let P (q) be the set of prime factors of the non-zero
integers in the set ∪s,a{q, a2 − sq, a4 − 4a2q + q2}, where the union is over s = 0, 1, 2, 3, 4
and the integers a such that |a| ≤ 2

√
q.

And secondly, as in Theorem 5.3, we need to define a family of indefinite rational
quaternion algebras. For a prime p and a positive squarefree integer m not divisible by
p, let us denote by Q(pm) the set of indefinite rational quaternion algebras whose reduced
discriminant is divisible by pm. Then, for a prime q define the following subfamily ofQ(pm):

Bp,m(q) =

 Q(
√
−q) does not split B and q is not inert in any

B ∈ Q(pm) imaginary quadratic field K such that K is
unramified away from disc(B)

 ,

We should also define a subfamily BBr
p,m(q) ⊆ Q(pm) by imposing a technical condition on

the descent subset X
(m)
B (AQ)fp relative to a suitable X

(m)
B -torsor to be constructed in the

next chapter. A more precise definition of the families Bp,m(q) and BBr
p,m(q) is given in

Definition 7.17, and some remarks are given about them.



66 5. FOLLOWING A. N. SKOROBOGATOV

Finally, the main result of this thesis, to be proved in Theorem 7.31, looks like follows:

Theorem 5.10. Let B be an indefinite rational quaternion algebra of discriminant D, with
2 - D. Let ωm be a twisting Atkin-Lehner involution on XB, with m 6= D. Let p ≥ 5 be a
prime factor of D, p ≡ 3 mod 4, such that p - m. Let also q be a prime. Then,

(1) If B ∈ Bp,m(q) and p 6∈ P (q), then X
(m)
B (Q) = ∅.

(2) If B ∈ BBr
p,m(q) and p 6∈ P (q), then X

(m)
B (AQ)Br = ∅.

Let us mention that the most interesting case for applying Theorem 5.10 is when

X
(m)
B (AQ) 6= ∅. There is an explicit criterion in [RSY05, Theorem 3.1] for deciding whether

this holds or not.

As we have explained above, the rest of this work is devoted to prove this result.



Chapter 6

Field of moduli and field of definition

As we have seen, the condition for an abelian surface with quaternionic multiplication
by a quaternion algebra B to admit a model rational over a field k containing its field of
moduli is very neat: it is necessary and sufficient that the field k splits B (see Theorem
4.2). However, for the case of abelian surfaces with real multiplication parametrized by

the Atkin-Lehner quotient X
(m)
B of XB by a twisting involution a condition in the same

direction becomes more complicated.

In this chapter we explore when an abelian surface parametrized by X
(m)
B admits a

model rational over its field of moduli, and we deal with two cases. First, we recover a
result proved in [BFGR06] which gives us an answer when the abelian surface that we

consider corresponds to a point Q ∈ X(m)
B (Q). And then, in the second section we should

give a generalization of this result which is also valid when the field Q of rational numbers
is replaced by either a number field or a finite extension of Q` for some prime `. However,
we will be interested mainly in the case of the fields Q`.

It is well-known that abelian surfaces corresponding to Heegner points of X
(m)
B always

admit a model rational over its field of moduli. Therefore, in both sections of this chapter

we should restrict to abelian surfaces parametrized by the non-Heegner locus of X
(m)
B .

1. Abelian surfaces parametrized by X
(m)
B (Q)

Dealing with the non-Heegner case, let us recover the higher-dimensional case for a
while, in order to state a theorem due to W. Chi of important relevance. So let B be a
totally indefinite quaternion division algebra over a totally real field F of degree n = [F : Q],
and as usual fix a quaternionic datum (O, I, %).

Let (A,L)/Q be a polarized abelian variety of dimension g = 2n admitting quaternionic
multiplication by the fixed datum over Q̄. Since XB(Q) = ∅ by Theorem 4.1, note that the
quaternionic multiplication cannot be defined over Q. Assume moreover that E = End0

Q(A)
is a number field of degree g = [E : Q], thus R = EndQ(A) is an order in E, which is
quadratic over F and a maximal subfield of B. This implies that A is an abelian variety of
GL2-type over Q. These kind of abelian varieties were first introduced by K. A. Ribet in
[Rib92] and studied by E. Pyle [Pyl02] (see also [Rot08], [BFGR06]).

Let also K/Q be the minimal field of definition of all the endomorphisms of A × Q̄,
that is, the minimal field K such that EndQ̄(A) = EndK(A). Then O ' EndK(A) and

B ' End0
K(A). It is possible to show that E is totally real and K is an imaginary quadratic

field, so that we can write E = F (
√
m), K = Q(

√
−d) for some m ∈ F+ and some d ∈ Q,

d > 0. Briefly, this fact can be proved as follows. The Galois group GQ = Gal (Q̄/Q)
acts naturally on the ring of endomorphisms O ' EndK(A). For any σ ∈ GQ, the induced
automorphism B → B is described, by the Noether-Skolem Theorem, by β 7→ βσ = γσβγ

−1
σ

for some γσ ∈ O that normalizes O (βσ ∈ O for every β ∈ O). Furthermore, since the
endomorphisms in R ⊂ O are defined over Q, γσ belongs to the commutator of E in B,

67
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which turns out to be E itself because it is a maximal subfield of B. So σγ ∈ R = E ∩ O.
In this way one finds a continuous homomorphism

ψ : GQ−→E×/F×, σ 7→ γσ,

which can be used to show the above assertions (see e.g. [Rot08, Lemma 2.3]).

On the other hand, if α : GQ → E× is a lift of ψ (which needs not to be a homomor-
phism), then the map

c : GQ ×GQ−→F×, (σ, τ) 7→ c(σ, τ) =
α(σ)α(τ)

α(στ)

satisfies the cocycle condition, and hence defines an element [c] in H2(GQ, F
×) (here F× is

regarded as a GQ-module with trivial action, and [c] does not depend on the choice of the
lift α). Now, we can consider the image of [c] under the map

ξ : H2(GQ, F
×)−→H2(GF , F

×)−→H2(GF , Q̄×) = Br(F ),

where the first arrow is the restriction map and the second one is the induced by the
inclusion F× ↪→ Q̄× (Q̄× is viewed as a GQ-module with the natural Galois action). The
importance of this 2-cocycle relies in the following theorem attributed to Chi (see [Rib92,
Theorem 5.6]):

Theorem 6.1 (Chi). The class of B in Br(F ) coincides with ξ([c]):

ξ([c]) = [B].

Corollary 6.2. With the above notations, B ' (−d,mF ).

Proof. Indeed, we know that E = F (
√
m) is a subfield of B. But now, since the

character ψ is trivial on GK = Gal (Q̄/K), it is also trivial on GKF , where the com-
posite field KF is just F (

√
−d). Then, the cohomology class [c] can be regarded as

an element in H2(Gal (F (
√
−d)/F ), F×), and instead of viewing ξ([c]) as taking values

in Q̄×, we can regard it taking values in F (
√
−d)×. That is, we can think ξ([c]) ∈

H2(Gal (F (
√
−d)/F ), F (

√
−d)×) = Br(F (

√
−d)/F ), the relative Brauer group. From this

remark, it follows that F (
√
−d) is a subfield of B. Once we know this, and noting that

the cocycle c factors through Gal (K/Q), if σ ∈ Gal (K/Q) denotes the nontrivial element,
then c(σ, σ) = α(σ)2 ∈ F×, while α(σ) ∈ E× = F (

√
m)×. So we can assume c(σ, σ) = m.

Appealing to Exercise 3 of §14.2 of [Pie82], we get B ' (−d,mF ). ut

Now we return to the case of Shimura curves, hence to F = Q. In this case, the
problem of deciding when an abelian surface with quaternionic multiplication corresponding
to a point P ∈ XB(k), for k a characteristic zero field, admits a model rational over k
was solved by Jordan in [Jor86]. A necessary and sufficient condition is that k splits
B, as stated in Theorem 4.2. Now we want to study this problem for abelian surfaces
with real multiplication by the totally real quadratic field Q(

√
m) corresponding to a point

Q ∈ X(m)
B (Q), assuming that the Atkin-Lehner involution ωm is twisting.

Recall that when F = Q the three Atkin-Lehner groups introduced in Chapter 2
coincide, and moreover we can choose any set of elements αm in NormB×(O) ∩ O whose
reduced norms range over the positive divisors of D = disc(B) as representatives for the
group WD, so that we can write

WD = {ωm : m|D,m > 0} ⊆ AutQ(XB),

where ωm is the involution induced by αm.

Then, in a similar direction of that in Theorem 4.2, the following result was proved in

[BFGR06]. Here X
(m)
B (Q)nh stands for the set of non-Heegner points in X

(m)
B (Q).
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Theorem 6.3. There exists an abelian surface A/Q such that End0
Q ' Q(

√
m) and EndQ̄(A) '

O if and only if there exists Q ∈ X(m)
B (Q)nh such that π−1

m (Q) ⊂ XB(K) for an imaginary

quadratic field K = Q(
√
−d) with

B '
(
−d,m
Q

)
,

where πm : XB → X
(m)
B is the natural projection.

From this result and its proof, we have a criterion to decide whether the abelian surface

corresponding to a point Q ∈ X(m)
B (Q)nh admits a model rational over Q or not. Namely,

the preimages of Q by the natural projection πm must lie in XB(K) for an imaginary

quadratic field K = Q(
√
−d) such that B ' (−d,mQ ).

In the next section, we should generalize the above result to abelian surfaces over Q`,
for any prime `.

2. Abelian surfaces parametrized by X
(m)
B (Q`)

Towards a generalization of Theorem 6.3, let k be either a number field or a finite
extension of Q`, for some prime `. Let also B = BD be the (unique up to isomorphism)
rational indefinite quaternion algebra of reduced discriminant D = p1 · · · p2r, r ≥ 1, O ⊆ B
a maximal order (unique up to conjugation), and % a positive anti-involution on B. We
consider the abelian surfaces with quaternionic multiplication parametrized by the Shimura
curve XB defined by the quaternionic datum (B,O, %) (of principal type). Recall that, in
particular, % = %µ : β 7→ µ−1β̄µ for some µ ∈ O with µ2 + D = 0. As in the previous
section, we restrict ourselves to abelian surfaces corresponding to non-Heegner points of
XB .

Fixed a positive divisor m of D, assume that the Atkin-Lehner involution ωm on the
Shimura curve XB is a twisting involution. In particular, B ' (−D,mQ ), and the ring

of integers RQ(
√
m) of the quadratic field Q(

√
m) is optimally embedded in O. Then,

recall that the forgetful map πRQ(
√
m)

: XB → HRQ(
√
m)

from XB to the Hilbert surface
classifying abelian surfaces with real multiplication by RQ(

√
m) factors through the Atkin-

Lehner quotient X
(m)
B .

In order to achieve our goal, we adapt the arguments of the proof of Theorem 6.3 given
in [BFGR06]. The first main ingredient is a well-known result due to A. Weil ([Wei56]):

Theorem 6.4 (Weil). A polarized abelian variety (A,L)/k admits a model rational over
its field of moduli k0 if and only if for each σ ∈ Gal (k̄0/k0) there exists an isomorphism
µσ : (Aσ,Lσ)→ (A,L) such that µσµ

σ
τ = µστ for any σ, τ ∈ Gal (k̄0/k0).

Relating the field of definition of the endomorphisms of abelian surfaces A/k with QM
by O admitting real multiplication by RQ(

√
m) over k, we now prove that all the quaternionic

multiplication is defined, at most, over a quadratic field extension K/k by adapting an
argument which has already been sketched in the previous section:

Lemma 6.5. Let A/k be an abelian surface such that End0
k(A) ⊇ Q(

√
m) and Endk̄(A) '

O. Let K/k be the minimal extension over which all the endomorphisms of A × k̄ are
defined, i.e. EndK(A) ' O. Then K/k is at most of degree 2, and it does not admit a real
embedding.

Proof. First we prove that K/k is of degree at most two. For this, note that the
Galois group Gk = Gal (k̄/k) acts on the ring of endomorphisms Endk̄(A) ' O. By the
Noether-Skolem Theorem, the automorphism B → B, β 7→ βσ, induced by any σ ∈ Gk is
inner, hence there exists γσ ∈ O such that βσ = γσβγ

−1
σ for every β ∈ O.

On the other hand, let R = Endk(A)∩Q(
√
m) ⊂ O, which is a suborder of the ring of

integers of Q(
√
m). Since the endomorphisms in R are defined over k, it follows that for any
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σ ∈ Gk the element γσ belongs to the commutator of Q(
√
m) in B, which is Q(

√
m) itself

because it is a maximal subfield of B. Hence for any σ ∈ Gk we have γσ ∈ Q(
√
m)∩O. As

a consequence, we get a continuous homomorphism

ψ : Gk −→ Q(
√
m)×/Q×, σ 7−→ γσ.

It is straightforward that the kernel of this homomorphism is

ker(ψ) = {σ ∈ Gk : γσ ∈ Q×} = {σ ∈ Gk : βσ = β ∀β ∈ O} = Gal (k̄/K).

Therefore, K/k is a Galois extension and Gal (K/k) ' Gk/ ker(ψ). But now observe that
being Q(

√
m) totally real, it contains no roots of unity ζ 6= ±1, and then the non-trivial

finite subgroups of Q(
√
m)×/Q× must be of order two. In particular, since ψ embeds

Gal (K/k) in Q(
√
m)×/Q× it follows that [K : k] ≤ 2.

The second part of the statement follows from an argument essentially due to Ribet
(see Theorems 1 and 2 in [Rib81]). ut

Remark 6.6. In the above lemma, if k is totally real then [K : k] = 2. In particular, this
forces the inclusion Q(

√
m) ⊆ End0

k(A) to be an equality.

The following lemma exploits a little bit more the relation between the field extension
K/k over which all endomorphisms of an abelian surface A as in the previous lemma are
defined and the arithmetic of B:

Lemma 6.7. Let A/k be an abelian surface such that End0
k(A) ⊇ Q(

√
m) and End0

K(A) '
B, where K = k(

√
δ) is a field extension of degree at most 2 not admitting a real embedding.

Then B ⊗Q k ' ( δ,mk ).

Proof. Let α : Gk → Q(
√
m)× be a lift of the homomorphism ψ from the last lemma.

As in the previous section, α induces a 2-cocycle

c : Gk ×Gk−→Q×, (σ, τ) 7→ c(σ, τ) =
α(σ)α(τ)

α(στ)
,

which defines an element [c] ∈ H2(Gk,Q×). Now the inclusion Q× ↪→ k̄× induces in
cohomology a map ξ : H2(Gk,Q×) → H2(Gk, k̄

×) = Br(k). The arguments in the proof of
Theorem 6.1 given by Ribet (see [Rib92, Theorem 5.6]) apply here in an analogous way to
ensure that the class of B ⊗Q k in Br(k) coincides with ξ([c]).

Now, assume first that m ∈ (k×)2. Then we can regard k as a field extension of Q(
√
m),

which is a splitting field of B, hence k also splits B. On the other hand, if m is a square in
k then ( δ,mk ) ' ( δ,1k ) ' M2(k), so that the isomorphism B ⊗Q k ' ( δ,mk ) holds. In the same

way, if δ is a square in k× one has ( δ,mk ) ' ( 1,m
k ) ' M2(k). But in this case, δ ∈ (k×)2

corresponds to K = k, which implies that the cocycle c is trivial, hence B ⊗Q k ' M2(k).

Therefore, suppose that neither m nor δ are squares in k, so that both K = k(
√
δ)

and k(
√
m) are quadratic extensions of k. Then, since Q(

√
m) is a splitting field of B and

Q(
√
m)⊗Q k = k(

√
m), we get that k(

√
m) splits B ⊗Q k as well, hence B ⊗Q k contains a

maximal subfield isomorphic to k(
√
m). On the other hand, the homomorphism ψ is trivial

on GK , which implies that c factors through Gal (K/k) = Gk/GK . Arguing like at the end

of the previous section, we obtain the desired isomorphism B ⊗Q k ' ( δ,mk ). ut

When working with (polarized) abelian surfaces with quaternionic multiplication, the
role of the polarization is quite important. For example, there are no non-trivial automor-
phisms in a polarized abelian surface with QM away from the Heegner locus of XB :

Lemma 6.8. Let (A,L)/k be a polarized abelian surface such that Endk̄(A) ' O. Then
Autk̄(A,L) = {±1}.

Proof. This lemma is stated in [BFGR06, Lemma 4.2] for abelian varieties defined
over number fields, but the proof given there is also valid for the case where they are defined
over any field of characteristic zero. ut
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Furthermore, recall that we assumed that the abelian surfaces parametrized by XB are
all principal, or in other words, that the quaternionic datum (B,O, %) is of principal type.
This is the reason for the main difference between the statement of the next theorem and
[BFGR06, Theorem 4.5]. Once we have adapted the main ingredients for the proof in the
above lemmas, the proof of the theorem goes essentially as in [BFGR06], but we include
it for completeness.

Theorem 6.9. There exists a principally polarized abelian surface (A,L)/k such that

End0
k(A) ⊇ Q(

√
m) and Endk̄(A) ' O if and only if there exists Q ∈ X

(m)
B (k)nh such

that π−1
m (Q) ⊆ XB(K) for a quadratic field K = k(

√
δ), δ ∈ Rk, not admitting a real

embedding, with

B ⊗Q k '
(
δ,m

k

)
.

When this is the case, K corresponds to the minimal field of definition of all the endomor-
phisms of A× Q̄.

Proof. Part I. Assume that there exists a principally polarized abelian surface
(A,L)/k such that End0

k(A) ⊇ Q(
√
m) and Endk̄(A) ' O. We want to attach to A a

point Q ∈ X(m)
B (k)nh satisfying the conditions in the statement.

Fixing an isomorphism ι : O '→ Endk̄(A), then R = ι−1(Endk(A) ∩ Q(
√
m)) is iso-

morphic to a quadratic order of Q(
√
m), and by construction R is optimally embedded in

O.

On the other hand, we know by Lemma 6.5 that Endk̄(A) = EndK(A) ' O for some

field extension K = k(
√
δ) of degree at most two, with δ ∈ Rk, where Rk is the ring of

integers of k. In this way, the triplet (A, ι,L) produces a point P in XB(K). However, the
triplet (A, ι|R,L) is defined over k, so that πR(P ) ∈ HR(k). Now, as it was quoted above,
this forgetful map πR : XB → HR factors through the Atkin-Lehner quotient πm : XB →
X

(m)
B . Indeed, πR is birationally equivalent to the composition of πm and an immersion

of X
(m)
B into HR. Therefore, Q = πm(P ) ∈ X(m)

B (k)nh (hence, π−1
m (Q) = {P, ωm(P )} ⊆

XB(K)).

Finally, by Lemma 6.7 we have B ⊗Q k ' ( δ,mk ).

Part II. Conversely, let K = k(
√
δ) be a quadratic extension of k. Assume that

B ⊗Q k ' ( δ,mk ) and let P ∈ XB(K) satisfy Q = πm(P ) ∈ X(m)
B (k)nh (so that π−1

m (Q) =

{P, ωm(P )} ⊆ XB(K)). Choose µ ∈ O⊗ZRk, ω ∈ O, such that µ2 = δ, ω2 = m, µω = −ωµ
and let R = Q(ω) ∩ O. The choice of the element µ determines an embedding of K into
B ⊗Q k, hence K splits B ⊗Q k, hence also B. By [Jor81, Theorem 2.1.3], this implies
that the point P ∈ XB(K) can be represented by the k̄-isomorphism class of a (principally)
polarized simple abelian surface with quaternionic multiplication (A0, ι0,L0) completely
defined over K and such that the Rosati involution induced by L0 on B is %µ. As before,

by using the forgetful map πR : XB → HR, the condition πm(P ) ∈ X(m)
B (k)nh implies that

πR(P ) ∈ HR(k). Therefore, the field of moduli of (A0, ι0|R ,L0) is k.

For any field extension k ⊆ F ⊆ k̄, we write as usual GF = Gal (k̄/F ). Let σ ∈ Gk\GK .
Then there exists an isomorphism ν : A0 → Aσ0 such that ν∗(Lσ0 ) = L0 and ν · ω−1 ·α · ω =
ασ · ν for all endomorphisms α ∈ B = End0

K(A). In particular, by taking α = ω, µ we get
the following relations:

ν · ω = ωσ · ν , ν · µ = −µσ · ν .
Now, before proceeding with the proof, we need the following fact:

Claim: ν may be assumed to be defined over K.

To prove this claim, first observe that since Endk̄(A0) ' O, Lemma 6.8 applies to
ensure that AutK(A0,L0) = {±1}. Since (A0,L0) is defined over K, it turns out that for
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each τ ∈ GK , the composition ν−1 ·ντ defines an element in AutK(A0,L0). So consider the
group homomorphism ρν : GK → AutK(A0,L0) = {±1} defined by ρν(τ) = ν−1 · ντ .

Assume for contradiction that ν is not defined over K, that is ρν(GK) = {±1}, and let
L/K be the quadratic extension such that GL = ker(ρν). Since L is the minimal field of
definition of all homomorphisms in Hom(A0, A

σ
0 ) and Hom(Aσ0 , A0), we deduce that L/k is

a Galois extension. Since K does not admit a real embedding, L/k can not be cyclic and

hence there exists an square-free d ∈ Rk such that L = K(
√
d), the diagram of extensions

being

L = K(
√
d)

k(
√
d) K = k(

√
δ)

k

Now let VK = H0(A0,Ω
1
A0/K

) denote the vector space of regular differentials on A

over K. Since B ' End0
K(A0), the natural action of the endomorphisms on VK induces an

embedding ∗ : B ↪→ EndK(VK) ' M2(K) and an isomorphism B ⊗QK ' K +Kµ+Kω +
Kµω ' M2(K). By the Noether-Skolem Theorem, all the automorphisms of M2(K) are
inner, so that we may choose basis of VK such that the matrix expressions of ω∗ and µ∗

acting on VK are

Mm =

(
0 1
m 0

)
, Mδ =

( √
δ 0

0 −
√
δ

)
,

respectively. With these notations we have B⊗K ' M2(K) = K+KMδ+KMm+KMδMm.

Let N ∈ GL2(K(
√
d)) be the matrix expression of ν ∈ Hom(A0, A

σ
0 ) with respect to

this basis of VK and its Galois conjugate of V σK . Then N satisfies

Nτ = −N, Mm ·N = N ·Mσ
m = N ·Mm, Mδ ·N = −N ·Mσ

δ = N ·Mδ,

for τ ∈ GK \ GL. Hence, N =
√
d

(
β 0
0 β

)
for some β ∈ K, because B ⊗Q K is

central over K. Fix σ ∈ Gk(
√
d), σ 6∈ GK . We have νσ · ν ∈ Aut(A0,L0) = {±1}, thus

N · Nσ = ±id and β · βσ = 1/d. This implies that the normal closure F of the extension

K(
√
β)/k is dihedral containing K(

√
d) and that the extension F/k(

√
d · δ) is cyclic. Let

ρβ : GK → {±1} be the surjective morphism such that ker(ρβ) = GK(
√
β). Attached to the

cocycle ρβ ∈ H1(GK , {±1}) there is a polarized abelian surface (A1,L1) defined over K
together with an isomorphism λ : (A0,L0) → (A1,L1) such that λτ = λ · ρβ(τ). We claim
that φ = λσ · ν · λ−1 : A1 → Aσ1 is defined over K. Indeed, for any τ ∈ GK ,

φτ = (λσ·τ ·σ
−1

)σ · ντ · (λ−1)τ = ρβ(σ · τ · σ−1 · τ−1) · ρν(τ) · φ.

But recall that both ρβ and ρν take values in {±1}, and ker(ρν) = GK(
√
d), ker(ρβ) =

GK(
√
β). Then, since σ ·τ ·σ−1 ·τ−1 ∈ GK(

√
β) if and only if τ ∈ GK(

√
d), we get that φτ = φ.

Moreover, all the endomorphisms of A1 are of the form λ · ϕ · λ−1 with ϕ in EndK(A0).
These are all defined over K because

(λ · ϕ · λ−1)τ = ρβ(τ · τ−1)λ · ϕ · λ−1 = λ · ϕ · λ−1.

Then the claim is proved and we therefore assume that ν is defined over K.

Now we may show that (A0,L0) admits a model over k with all its endomorphisms
defined over K, and for doing so we will use Theorem 6.4. Since (A0,L0) is already defined
over K, we do not need to check the condition in Theorem 6.4 for the elements in GK ⊂ Gk.
And for those in Gk\GK , it is enough to prove it for the element σ singled out above, since
GK has index two in Gk.
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Note first that σ2 ∈ GK , so that νσ ·ν ∈ Aut(A0,L0), hence νσ ·ν = s id with s ∈ {±1}.
Using the same basis of H0(A0,Ω

1
A0/K

) and H0(Aσ0 ,Ω
1
Aσ0 /K

) as before, the matrix expression

N ∈ GL2(K) of ν satisfies Mm ·N = N ·Mσ
m = N ·Mm,Mδ ·N = −N ·Mσ

δ = N ·Mδ. It
follows that

N =

(
β 0
0 β

)
, β ∈ K.

Hence, β · βσ = s. Since K does not admit a real embedding, s = 1. Then Theorem
6.4 applies to ensure the existence of a polarized abelian surface (A,L) defined over k
and isomorphic over K to (A0,L0). Since A ' A0 over K, we obtain that there is an

isomorphism ι : O ∼→ EndK(A).

Finally, it remains to show that End0
k(A) ⊇ Q(

√
m). The triplets (A, ι,L) and (A0, ι0,L0)

are isomorphic over K, and the fact that [(A, ι|R, [L])] ∈ X
(m)
B (k) implies that for every

σ ∈ Gk and every α ∈ R we have ι(α)σ = ι(α) ∈ Endk̄(A). Hence ι(R) ⊆ Endk(A).
Therefore, Q(

√
m) = R⊗Q ⊆ End0

k(A) ⊆ End0
k̄(A) = B. ut

Remark 6.10. Suppose that (A, ι, [L]) is a QM-abelian surface corresponding to a point

P ∈ XB(k), hence πm(P ) ∈ X(m)
B (k). Then with notations from Theorem 6.9, K = k and

the theorem says that (A, ι, [L]), as a QM-abelian surface, admits a model rational over k

if and only if k splits B, since δ ∈ k×2 implies ( δ,mk ) ' M2(k). Hence we recover Theorem
4.2 of Jordan.

Since we are especially interested in the case k = Q` for a prime `, we rewrite the
theorem as a corollary in this case:

Corollary 6.11. There exists a principally polarized abelian surface (A,L)/Q` such that

End0
Q`(A) ⊇ Q(

√
m) and EndQ̄`(A) ' O if and only if there exists Q` ∈ X(m)

B (Q`)nh such

that π−1
m (Q`) ⊆ XB(K`), where K` = Q`(

√
δ) satisfies

B ⊗Q Q` '
(
δ,m

Q`

)
.

When this is the case, K` corresponds to the minimal field of definition of all the endomor-
phisms of A× Q̄`.

Definition 6.12. With the above notations, we will say that the pair (B,m) satisfies con-

dition (M) with respect to the prime ` if for every non-Heegner point Q` ∈ X(m)
B (Q`)nh, we

have an isomorphism B ⊗Q Q` ' ( δ,mQ` ), where Q`(
√
δ) is an at most quadratic extension of

Q` such that π−1
m (Q`) ⊆ XB(Q`(

√
δ)).

Remark 6.13. By Corollary 6.11, if (B,m) satisfies condition (M) with respect to `,

then every abelian surface parametrized by X
(m)
B (Q`)nh admits a model rational over Q`,

and conversely. What is more, by the remark at the beginning of the chapter, we have
actually that if (B,m) satisfies condition (M) with respect to `, then every abelian surface

parametrized by X
(m)
B (Q`) admits a model rational over Q`.

Note the analogy with the case of abelian surfaces parametrized by XB(Q`): by Theo-
rem 4.2, if Q` splits B then every abelian surface parametrized by XB(Q`) admits a model
rational over Q`. Fixed the prime `, this is a condition which depends only on B. Now, if

(B,m) satisfies condition (M) then every abelian surface parametrized by X
(m)
B (Q`) admits

a model rational over Q`. But observe that assuming this condition amounts to assume a

condition for every point Q` ∈ X(m)
B (Q`), which is difficult to check in practice.

Although this big difference, working under the hypothesis that condition (M) is satis-
fied by (B,m) for some particular primes, we can achieve an approach to our main theorem,
as is proved in Theorem 7.19.

Since condition (M) is not easy to check, and since moreover we would like to remove
it at the end, we should explore what we can say about the field of rationality of an abelian
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surface (A`, i`) parametrized by a point in X
(m)
B (Q`), for some prime `. As we show below,

under some mild hypotheses we can control quite well some aspects of it.

So, consider a point Q` ∈ X(m)
B (Q`) corresponding to an abelian surface (A`, i`) with

real multiplication by the ring of integers RQ(
√
m) of Q(

√
m) whose field of moduli is Q`.

Let also K`/Q` be an at most quadratic extension such that π−1
m (Q`) = {P`, P ′`} ⊆ XB(K`),

with P ′` = ωm(P`), and where πm is the natural projection as before.

The point P` corresponds to an abelian surface (A`, ι`) with quaternionic multiplication
by B (note that the underlying abelian surface is the same as for Q`), such that ι`|RQ(

√
m)

=

i`, and whose field of moduli is contained in K`.

Proposition 6.14. Suppose that 2 - D. Then, with the above notations, both (A`, ι`) and
(A`, i`) admit a model rational over K`.

Proof. The hypothesis 2 - D implies, by the results in [JL85] (see also [Jor86,
Theorem 0]), that XB(Q`) = ∅. Therefore, K` is quadratic over Q`.

Now, suppose first that ` - D. Then B ⊗Q Q` ' M2(Q`) is the split algebra, so that
clearly K` splits B, and by Theorem 4.2 (A`, ι`) admits a model rational over K`, hence
also (A`, i`) does.

Secondly, suppose `|D, so that B ⊗Q Q` is the unique (up to isomorphism) quaternion
division algebra over Q`. Choosing an element e ∈ Z×` \Z

×2
` , the only quadratic extensions of

Q` are Q`(
√
e),Q`(

√
`) and Q`(

√
e`), where the first one is the unique quadratic unramified

extension of Q` and the other two are ramified. In particular, K` is one of these three
quadratic extensions of Q`. But note that all of them are subfields of the quaternion
division Q`-algebra

B ⊗Q Q` ' B` = Q`(
√
e) + Q`(

√
e)π,

where π2 = ` and πβ = τβπ for all β ∈ Q`(
√
e), and where τ ∈ Gal (Q`(

√
e)/Q`) is the

nontrivial automorphism (see Theorem 1.17). Hence, K` splits B in any case, and again by
Theorem 4.2 (A`, ι`) admits a model rational over K`, hence also (A`, i`) does. ut

Recall that stating that (A`, i`) admits a model rational over K` amounts to say that
A` admits a model rational over K` such that i` : RQ(

√
m) ↪→ EndK`(A`). Besides, saying

that (A`, ι`) admits a model rational over K` means that A` has a model rational over K`

such that ι` : O ↪→ EndK`(A`).

As quoted in the proof, under the hypothesis 2 - D the field K` is quadratic over
Q`. Then, observe that, although we are stating that (A`, i`) admits a model rational over
K`, it may also happen that (A`, i`) admits indeed a model rational over Q` (its field of
moduli). Hence, the main point is that we can assume (A`, i`) to be defined over an at most
quadratic extension K`/Q`, over which (A`, ι`) is also defined. In particular, not only the
endomorphisms in Q(

√
m) via i` become defined over K`, but all of them in B via ι`.

For this reason, it is convenient to distinguish between the minimal field of definition F`
of (A`, i`) and the field K`. Here, by the minimal field of definition of (A`, i`) we mean the
minimal field F` over which (A`, i`) admits a rational model. Being (A`, i`) a representative
for the isomorphism class of abelian surfaces with real multiplication corresponding to a

point Q` ∈ X
(m)
B (Q`), we may assume that (A`, i`) is already defined over F`. Always

supposing that 2 - D, we have therefore two cases:

Case i): F` = K` is a quadratic extension of Q`, so that F` = K` is either Q`(
√
e),Q`(

√
`)

or Q`(
√
e`), following the notations from the proposition.

Case ii): F` = Q`. In this case (A`, i`) admits a model rational over Q`, so we will assume
it is defined over Q`.

In the next chapter, we will use these notations. Summing up, an abelian surface

(A`, i`) corresponding to a point Q` ∈ X(m)
B (Q`) can always be chosen to be defined either

over Q` or over the quadratic field K` over which the quaternionic multiplication is defined,
provided that 2 does not divide D.



Chapter 7

Main result

The final goal of this chapter is to give a proof of our main result stated at the end
of Chapter 5. As usual, B denotes an indefinite rational quaternion division algebra, and
we consider the Shimura curve XB parametrizing abelian surfaces with quaternionic mul-
tiplication by a fixed datum (B,O, %). We assume moreover that 2 - D = disc(B), so that
the comments and notations after Proposition 6.14 apply. By the result of Milne quoted
in Proposition 2.9, and for ease of notation, we consider abelian surfaces with QM as pairs
(A, ι : O ↪→ End(A)), so that we drop the weak polarization off.

Throughout the chapter, let p ≥ 5 be a prime factor of D. Let also m > 0 be a proper
divisor of D such that p - m, and assume that the Atkin-Lehner involution ωm is twisting.

Then consider (a model over Q of) the Atkin-Lehner quotient X
(m)
B . The points on X

(m)
B

parametrize isomorphism classes of certain abelian surfaces with real multiplication by the
ring of integers RE of E = Q(

√
m), as was shown in Proposition 2.33.

On the other hand, adapting the ideas of Skorobogatov we will consider a suitable étale

subcovering Y
(m)
B,p → X

(m)
B of the Galois covering X

(m)
B,p → X

(m)
B constructed in Chapter 5,

which becomes an X
(m)
B -torsor under F×12

p2 . Then, following the work of Rotger in [Rot08]

we relate the characters arising by specialization of this torsor to (suitable extensions of)

certain Galois representations attached to the abelian surfaces parametrized by X
(m)
B . The

relations we find are analogous to the relations appearing in the work of Skorobogatov and
allow us to prove our main result.

1. Galois representations

Let (A`, i`) be an abelian surface with real multiplication by the ring of integers RE of

E = Q(
√
m) corresponding to a point Q` ∈ X(m)

B (Q`), for some prime `. In particular, we
have O ↪→ EndQ̄`(A`). If K` is the quadratic extension of Q` such that π−1

m (Q`) ⊆ XB(K`),
by Proposition 6.14 both (A`, i`) and the abelian surface with quaternionic multiplication
corresponding to any of the preimages of Q` admit a model rational over K`. Following the
notations of the previous chapter, let also F` be the minimal field of definition of (A`, i`) in
K`/Q`, so that either i) F` = K`, or ii) F` = Q`.

Now, for the fixed prime p, consider the p-adic Tate module Vp(A`) = Tp(A`) ⊗Zp
Qp of A` (see Chapter 1). Being A` defined over F`, the Galois group Gal (Q̄`/F`) acts
continuously on Vp(A`) via the natural action on A`(Q̄`), giving rise to the classical p-adic
representation of A`, namely

rA`,p : Gal (Q̄`/F`)−→Aut(Vp(A`)) ' GL4(Qp),

where the isomorphism depends on the choice of a Qp-basis of Vp(A`).

On the other hand, End0
Q̄`(A`) acts on Vp(A`) by endomorphisms, so that Vp(A`)

admits a module structure over Ep = E⊗QQp. Since E ↪→ End0
F`

(A`), the endomorphisms
on E are defined over F`, and therefore the action of E commutes with the Galois action,

75
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which means that the action of Gal (Q̄`/F`) on Vp(A`) is Ep-linear. This implies that the
above representation takes values in AutEp(Vp(A`)), i.e.

rA`,p : Gal (Q̄`/F`)−→AutEp(Vp(A`)) ⊆ Aut(Vp(A`)) ' GL4(Qp),

where AutEp(Vp(A`)) = {f ∈ Aut(Vp(A`)) : f commutes with the action of Ep}.
Now let p be a prime of E over p, and consider the p-adic Tate module Vp(A`) :=

Vp(A`) ⊗Ep Ep. Since Gal (Q̄`/F`) acts Ep-linearly on Vp(A`), it also acts Ep-linearly on
Vp(A`). Hence, we obtain a p-adic representation

rA`,p : Gal (Q̄`/F`)−→AutEp
(Vp(A`)) ⊆ Aut(Vp(A`)) ' GL2(Ep).

We can consider as well the Galois representation on the “integral” Tate modules
Tp(A`) and Tp(A`) := Tp(A`) ⊗Zp REp

, which are a free Zp-module of rank 4 and a free
REp

-module of rank 2, respectively. These representations will be denoted also by rA`,p
and rA`,p, but it should be clear from the context which representation we are considering
in each case. These integral versions of the above representations take values on GL4(Zp)
and GL2(REp

), respectively.

The above isomorphism Aut(Vp(A`)) ' GL2(Ep) holds because of the general fact that,
if E has degree d over Q, then the dimension of Vp(A`) over Ep equals 2 dim(A`)/d. In
fact, observe that this dimension does not depend neither on the prime p nor on p. This
dimension equals also the rank of Vp(A`) as an Ep-module (which is 2 in our case).

Let us assume for a moment that we are in the general case in which E/Q is an
arbitrary degree d extension, and p is any prime of E above p. Write Ep for the completion
of E at p, which is a field extension of Qp. Then, the natural inclusions E ↪→ Ep induce
homomorphisms E ⊗Q Qp → Ep via a⊗ b 7→ ab, and hence a canonical homomorphism

Ep = E ⊗Q Qp−→
∏
p|p

Ep,

where the product is over all the primes above p. Note first that the tensor product is
taken in the sense of vector spaces, i.e. the Q-vector space E is lifted to a Qp-vector space
Ep = E ⊗Q Qp. The latter, however, is not a field in general, but rather a Qp-algebra
with the multiplication (a⊗ b)(a′ ⊗ b′) = aa′ ⊗ bb′, and the above homomorphism is then a
homomorphism of Qp-algebras.

It turns out that, being E/Q a separable extension, this homomorphism induces an
isomorphism Ep = E ⊗Q Qp '

∏
p|pEp ([Neu99, p. 164]). As a consequence, we also have

[E : Q] =
∑
p|p

[Ep : Qp], NE/Q(α) =
∏
p|p

NEp/Qp(α), TrE/Q(α) =
∑
p|p

TrEp/Qp(α).

Indeed, consider the endomorphism ‘multiplication by α’ on both sides of the above iso-
morphism. The characteristic polynomial of α on the Qp-vector space Ep = E⊗Q Qp is the
same as that on the Q-vector space E, and therefore

charpolE/Q(α) =
∏
p|p

charpolEp/Qp(α).

Moreover, the decomposition Ep '
∏

p|pEp gives rise to a decomposition Vp(A`) '∏
p|p Vp(A`) of the p-adic Tate module of A` (see [Rib76, p. 768]).

Back to our case, E = Q(
√
m) is quadratic over Q and p is inert in E, so that p = pRE

is the unique prime of E over p. Then, we immediately see that Vp(A`) ' Vp(A`) (where
the isomorphism is as Qp-vector spaces), and the representations rA`,p and rA`,p differ by
an isomorphism between the two vector spaces. This observation is crucial for proving the
next result:

Lemma 7.1. det(rA`,p) coincides with the restriction of the cyclotomic character χp to
Gal (Q̄`/F`).
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Recall that for a field k and a prime p, the cyclotomic character χp : Gal (k̄/k) → Z×p
arises from the Galois action on lim←−n µpn(k̄) ' Zp, where µpn(k̄) ' Z/pnZ is the group of

roots of unity of order pn, for n ≥ 1. More precisely, for each integer n define ζn = e2πi/pn ,
which is a primitive pn-th root of unity. Then, for each σ ∈ Gal (k̄/k) we have that
σ(ζn) = ζ

an,σ
n for some an,σ ∈ (Z/pnZ)×. For a fixed σ, if we let n vary then (an,σ)n gives

an element in Z×p , which by definition is χp(σ).

Proof of Lemma 7.1. By the above observation, it suffices to show that det(rA`,p) =
χp. Ribet proved in [Rib76, §4] that if A is an abelian variety over a number field K such
that EndK(A)⊗Q is a totally real number field of degree equal to dim(A) and that all the
endomorphisms of A are defined over K, then det(rA,p) = χp, where now χp : Gal (K̄/K)→
Z×p .

However, this result comes back to the work of W. Casselman in [Cas71], in which a
more general context is considered. According to [Cas71, §5], if A is an abelian variety
over a field k (not necessarily a number field), together with a k-polarization λ, and E is a
totally real number field of degree equal to dim(A) such that

(a) there exists a ring monomorphism η : E ↪→ End0
k(A), and

(b) Eλp (η(a)x, y) = Eλp (x, η(a)y) for all x, y ∈ Vp(A) and all a ∈ Ep := E ⊗Q Qp,
where Eλp : Vp(A)× Vp(A)→ Vp(1) is the Weil pairing associated to λ,

then det(rA,p) = χp : Gal (k̄/k)→ Z×p .

In our case, E = Q(
√
m) is a degree 2 totally real number field embedded in the

endomorphism algebra End0
F`

(A`) of the polarized abelian surface A` defined over F`, so
that condition (a) holds. As for condition (b), it follows from the fact that the Rosati
involution attached to a F`-polarization of A` is the identity on E, as is shown in [ST61,
p. 41]. Therefore, Casselman’s work implies that det(rA`,p) = χp, where we regard the
cyclotomic character as χp : Gal (Q̄`/F`)→ Z×p . Hence, the lemma is proved. ut

As we have said before, the prime p is inert in E. Therefore, the residue field of
p = pRE is isomorphic to Fp2 . As a consequence, by reducing the representation rA`,p mod
p we obtain a representation

%A`,p : Gal (Q̄`/F`)−→GL2(Fp2),

which is the Galois representation arising from the Galois action on the p-torsion subgroup
A`[p] = {x ∈ A` : β · x = 0 ∀β ∈ p} = Tp(A`)/p · Tp(A`) of A`.

Now, by Theorem 1.17, the local quaternion algebra Bp can be written as Bp = Ep +
Epπ, where π2 = p and πβ = τβπ for any β ∈ Ep, with τ the non-trivial element in
Gal (Ep/Qp). Moreover, with this description Op = RE,p + RE,pπ. Recall also the two-
sided ideal I(p) = {β ∈ O : p|n(β)} of O, which locally at p is I(p)p = pRE,p + RE,pπ,
whereas I(p)q = Oq at the rational primes q 6= p. Then the canonical torsion subgroup of
A` at the prime p is Cp = ker(I(p) : A` → A`) =

⋂
β∈I(p) ker(β : A` → A`), which now we

regard as a subgroup of A`[p].

The action of B on A`(F̄`) makes Vp(A`) into a Bp-module, which must be free because
Bp is simple. In fact, we have Vp(A`) ' Bp, since dimQp(Bp) = dimQp(Vp(A`)) = 4. In
the same way, Tp(A`) is naturally a module over Op. In fact, choosing an isomorphism
Vp(A`) ' Bp we can identify Tp(A`) as a left ideal of Op. Since Op is maximal, it follows
from [Vig80, p. 34] that it is a principal ideal, so we may write Tp(A`) = Op · x for some
x ∈ A`[p]. But now note that

A[p] = Tp(A`)/p · Tp(A`) ' Op/pOp,

and also

Cp = Op/I(p)p ' RE,p/pRE,p ' Fp2 .

Therefore, as a RE-module, AutRE (C) ' F×p2 .
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Finally, since I(p) is the unique two-sided O-ideal of reduced norm p, the action of
Gal (Q̄`/F`) leaves I(p) invariant. Since RE ⊆ EndF`(A`), Gal (Q̄`/F`) acts RE-linearly on
C, and therefore it induces a Galois representation

αA`,p : Gal (Q̄`/F`)−→AutRE (C) ' F×p2 .

As in the case of the canonical isogeny character introduced by Jordan, and appearing
also in the work of Skorobogatov, both representations %A`,p and αA`,p play an important
role in the following sections.

2. Galois characters induced by the X
(m)
B -torsor Y

(m)
B,p

As in the previous section, consider an abelian surface (A`, i`) with real multiplication

by the ring of integers RE of E = Q(
√
m) corresponding to a point Q` ∈ X

(m)
B (Q`).

However, now we focus our attention on the Q`-rational point Q` on the Atkin-Lehner

quotient X
(m)
B . To this point, by means of a suitable X

(m)
B -torsor, we attach a Galois

character which is closely related to the Galois representation αA`,p. For the abelian surface
(A`, i`), the fields F` and K` have the same meaning as in the previous section.

Recall from Chapter 5 that we have constructed a cyclic étale covering Z
(m)
B,p → X

(m)
B

attached to the prime p. More precisely, we have a commutative diagram

ZB,p

XB

ét

>

Z
(m)
B,p

∨

X
(m)
B ,

∨
ét
>

where the diagonal arrows are (unconditionally) étale, and the vertical arrows are the natural

projection maps πm : XB → X
(m)
B and π̂m : ZB,p → Z

(m)
B,p associated to the Atkin-Lehner

involution ωm and its lifted ω̂m, respectively. Indeed, recall that ZB,p → XB is the maximal
étale subcovering of the cyclic Galois covering XB,p → XB introduced by Jordan. The

latter has automorphism group isomorphic to Z/p
2−1
2 Z, while the former is the quotient of

XB,p → XB by a subgroup of Z/6Z.

On the bottom we have an analogous picture. The cyclic covering Z
(m)
B,p → X

(m)
B is

the quotient of the Galois covering X
(m)
B,p → X

(m)
B attached to p by a subgroup of Z/6Z,

and it is its maximal étale subcovering. Since the automorphism group of the covering

X
(m)
B,p → X

(m)
B is also isomorphic to the cyclic group Z/p

2−1
2 Z we can use again the idea

of Skorobogatov. Assume from now on that p ≥ 5, so that 6 divides (p2 − 1)/2. Then, we
define

fp : Y
(m)
B,p → X

(m)
B

to be the quotient of X
(m)
B,p → X

(m)
B by Z/6Z. Then, by construction fp : Y

(m)
B,p → X

(m)
B is

a subcovering of Z
(m)
B,p → X

(m)
B , hence it is étale. Moreover, this leads directly to:

Lemma 7.2. fp : Y
(m)
B,p → X

(m)
B is an X

(m)
B -torsor under the constant group scheme

F×12
p2 ' Z/p

2−1
12 Z.

Now let k be a field of characteristic zero. As explained in Chapter 3, by specialization

the torsor fp : Y
(m)
B,p → X

(m)
B associates to each point Q ∈ X(m)

B (k) a continuous character
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φQ ∈ Hom(Gal (k̄/k),F×12
p2 ) by which the Galois group acts on the fibre of Y

(m)
B,p → X

(m)
B

at Q. In particular, for the Q`-rational point Q` ∈ X(m)
B (Q`) we obtain a Galois character

φ` := φQ` : Gal (Q̄`/Q`)−→F×12
p2 .

From the definitions and the moduli interpretation of the covering X
(m)
B,p → X

(m)
B , it

follows that this Galois character is closely related to the Galois representation αA`,p. More
precisely:

Lemma 7.3. With the above notations, if (A`, i`) is an abelian surface corresponding to
the point Q`, then φ`|Gal (Q̄`/F`) = α12

A`,p
.

This relation allows us to deduce some properties of the character φ` by studying the
representation αA`,p. For example:

Proposition 7.4. With notations as before and for ` 6= p,

(a) if F` = K`, then α12
A`,p

is unramified;

(b) if F` = Q`, then α24
A`,p

is unramified.

Proof. This result is similar to Proposition 2.2 in [Sko05], which is proved by the
methods explained in [Jor86, §3]. In our case, both statements (a) and (b) can also be
deduced from these methods:

(a) Assume F` = K`, and let l be the prime in F` above `, which corresponds to the
unique extension to F` of the `-adic valuation in Q`. Write αA`,p : Gal (Q̄`/F`)→
F×p2 . We want to prove that α12

A`,p
(Il) = {1}, where Il ⊆ Gal (Q̄`/F`) is the inertia

subgroup.
Consider first the integral Galois representation

rA`,p : Gal (Q̄`/F`)−→Aut(Tp(A)) ' GL4(Zp),
arising from the Galois action on the Tate-module, and assume that we know
r12
A`,p

(Il) = {1}. Since the endomorphisms of A` in E are defined over F`, the

induced representation rA`,p : Gal (Q̄`/F`) → GL2(REp
) can be regarded as a

subrepresentation of rA`,p. It follows that also r12
A`,p

(Il) = {1}. This means that

I12
l acts trivially on A[p], so that it also acts trivially on C ⊆ A[p] as well. Hence,
α12
A`,p

(Il) = {1}.
That is, in order to prove the statement it is enough to show that r12

A`,p
(Il) =

{1} holds. But under our hypotheses, this follows from the study of abelian
surfaces admitting quaternionic multiplication over local fields found in [Jor86,
§3].

(b) Now suppose F` = Q`, which corresponds to case ii) above. The goal now is to
prove that α24

A`,p
(I`) = {1}, where I` ⊆ Gal (Q̄`/Q`) is the inertia subgroup.

Now we cannot appeal directly to [Jor86, §3], because our abelian surface A`
is defined over Q` but B 6⊆ End0

Q`(A`), we can only ensure that B ↪→ End0
K`

(A`),
with K` quadratic over Q`.

In view of this, define l to be the prime of K` above `, which corresponds to
the unique extension to K` of the `-adic valuation in Q`. If Il ⊆ Gal (Q̄`/K`) is the
corresponding inertia subgroup, since B ↪→ End0

K`
(A`), considering A` as being

defined over K`, the results from [Jor86, §3] apply to deduce as in the previous
case that α12

A`,p|Gal (Q̄`/K`)
(Il) = {1}. Since [K` : Q`] = 2, we have [I` : Il] ≤ 2,

and this leads to α24
A`,p

(I`) = {1}, so the lemma is proved.

ut

By using Lemma 7.3, the above proposition can be translated directly in terms of the
Galois character φ`:

Corollary 7.5. For each ` 6= p, φ2
` is unramified.
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Proof. We split the proof in two cases, in order to apply the previous lemma.

(a) Suppose F` = K`, a quadratic extension of Q`. Then the restriction

φ`|Gal (Q̄`/F`) : Gal (Q̄`/F`)→ F×12
p2

equals α12
A`,p

: Gal (Q̄`/F`) → F×12
p2 , which is unramified by the first part of the

previous lemma. Since [F` : Q`] = 2, it follows that φ2
` : Gal (Q̄`/Q`) → F×24

p2 is

unramified.
(b) Now assume F` = Q`. Then we have an equality of characters φ` = α12

A`,p
:

Gal (Q̄`/Q`) → F×12
p2 , without restricting φ`. Therefore, φ2

` = α24
A`,p

, which is

unramified by the second part of the lemma.

ut

3. When the field of definition is Q`

Now we make a closer analysis when the abelian surface (A`, i`) corresponding to the

point Q` ∈ X(m)
B (Q`) admits a model rational over Q`, so throughout this section we assume

this condition holds1. With the previous notations, this means F` = Q`. Then we have an
equality of characters φ` = α12

A`,p
, without restricting φ` to an index 2 subgroup.

Also the representations rA`,p and %A`,p have source Gal (Q̄`/Q`) and, in this situa-
tion, we can relate αA`,p to %A`,p as we now explain. First of all, consider the action of
Gal (Q̄`/Q`) on the ring of endomorphisms O ⊆ EndQ̄`(A`) of A` × Q̄`. By the Noether-

Skolem Theorem, for any σ ∈ Gal (Q̄`/Q`) the automorphism B → B, β 7→ βσ, is inner.
That is, there exists γσ ∈ O such that βσ = γσβγ

−1
σ for all β ∈ B. Since βσ ∈ O for

all β ∈ O, we have γσ ∈ NormB(O). Moreover, since the endomorphisms of RE ⊂ E are
defined over Q`, γσ lies in the commutator of E in B, which is E itself because it is a
maximal subfield of B. Therefore, γσ ∈ E ∩ O, and we obtain a character

ψ : Gal (Q̄`/Q`)→ E×/Q×, σ 7→ γσ.

Indeed, as all the endomorphisms of A` lying in B are defined over K`, we can think
ψ having source Gal (K`/Q`). Hence, ψ is a quadratic character.

Lemma 7.6. There exists an Fp2-basis of A`[p] with respect to which

%A`,p : Gal (Q̄`/Q`) −→ GL2(Fp2)

σ 7−→
(
ψ(σ)αA`,p(σ)p 0

βσ αA`,p(σ)

)
for some βσ ∈ Fp2 .

Proof. The proof of [Rot08, Lemma 3.1] can be rewritten without trouble for this
case. ut

According to Lemma 2.1 in [Rot08], we can choose a finite extension L`/Q` such that
` ramifies completely in L` and the closed fibre of the Néron model of A`×L` over the ring
of integers of L` is an abelian surface Ã` over F`. That is, we can fix a finite extension of
Q` over which A` acquires good reduction having residue field F`. Choose also an element
σ` ∈ Gal (Q̄`/L`) inducing the Frobenius automorphism Fr` ∈ Gal (F̄`/F`) under reduction.

Then we consider the characteristic polynomial of rA`,p(σ`), which is a quadratic poly-
nomial Φ`(T ) := Φσ`(T ) ∈ REp

[T ]. By Lemma 7.1, we have det(rA`,p(σ`)) = `, but using
the above lemma we can give an expression for the reduction of Φ`(T ) modulo p:

1More generally, if we assume that the pair (B,m) satisfies condition (M) with respect to the prime

`, then the hypothesis holds for any choice of Q` ∈ X
(m)
B (Q`).
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Proposition 7.7. If ` 6= p, the characteristic polynomial Φ` of rA`,p(σ`) satisfies the con-
gruence

Φ`(T ) ≡ T 2 − (αA`,p(σ`) + `αA`,p(σ−1
` ))T + ` ∈ Fp2 [T ].

Proof. From Lemma 7.6, the characteristic polynomial Φ`(T ) ∈ REp
[T ] satisfies the

congruence

Φ`(T ) mod p ≡ T 2 − (αA`,p(σ`) + ψ(σ`)αA`,p(σ`)
p)T + ψ(σ`)NFp2/Fp(αA`,p(σ`)).

Since ` 6= p and det(rA`,p(σ`)) = `, we can write

ψ(σ`)αA`,p(σ`)
pαA`,p(σ`) = ` ∈ Fp2 ,

and therefore

αA`,p(σ`) + ψ(σ`)αA`,p(σ`)
p ≡ αA`,p(σ`) + `αA`,p(σ−1

` ) mod p.

Summing up, we obtain the claimed congruence. ut

4. Global considerations

Before proving a first approach to our main result announced at the end of Chapter

5, we make some considerations for the case of “global” rational points on X
(m)
B . For this

section, we do not need to assume that ωm is a twisting involution. So, just for this section,
note that ωm is allowed to be any Atkin-Lehner involution on our Shimura curve XB .

Let Q ∈ X(m)
B (Q), and let K/Q be an imaginary quadratic extension over which its

preimages by πm lie. That is, π−1
m (Q) = {P, ωm(P )} ⊆ XB(K). We also let (A, ι) an

abelian surface with quaternionic multiplication by B representing either P or ωm(P ).

Understanding the field K is of great importance, and this fact appears reflected on
the definition of the set of algebras Bp,m(q) introduced before the statement of Theorem
5.10. The aim of this section is to prove the following:

Proposition 7.8. If there exists a prime p|D, p - m, p ≡ 3 mod 4, then K is unramified
away from D.

First recall the following criterion describing when ωm is fixed point free, which is
a direct consequence of Ogg’s formula for the number of fixed points of an Atkin-Lehner
involution on XB :

Lemma 7.9. The involution ωm is fixed point free if and only if the imaginary quadratic
field Q(

√
−m) does not embed in B.

Proof. By the criterion of Hasse, we know that Q(
√
−m) embeds in B if and only if

every prime p|D does not split in Q(
√
−m). Equivalently, Q(

√
−m) does not embed in B if

and only if (−mp ) = 1 for some prime p|D. By the formula for the number of fixed points of

an Atkin-Lehner involution due to Ogg ([Ogg83]), this last condition is equivalent to ωm
having no fixed points. ut

Now, we use descent to prove the following:

Lemma 7.10. If Q(
√
−m) does not embed in B, then K is unramified away from D.

Proof. By the above lemma, ωm is fixed point free. Therefore, πm : XB → X
(m)
B is

unramified, so it is an X
(m)
B -torsor under the constant group scheme Z/2Z. By the work

of Morita on integral models of XB (see [Mor81]), πm extends to a smooth morphism of
smooth and projective schemes over Spec(Z[1/D]), and yields a torsor under Z/2Z, now
regarded as a constant Spec(Z[1/D])-group scheme.
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As it is well-known, the Q-rational points of X
(m)
B can be recovered from the Q-rational

points on the twisted torsors of πm : XB → X
(m)
B . More precisely,

X
(m)
B (Q) =

⋃
τ∈H1(Q,{±1})

τXB(Q),

where τXB(Q) stands for τπm(τXB(Q)). Here the cohomology classes τ ∈ H1(Q, {±1})
must be regarded as Galois quadratic characters τ : Gal (Q̄/Q)→ {±1}, hence they are in
correspondence with quadratic extensions. Since XB has no real points, we can restrict to
the imaginary quadratic ones. Moreover, by [SY04, Lemma 1.1] or [Sko05, p.106], if L/Q
is a quadratic extension ramified at a prime not dividing D, then τLXB(Q) = ∅, where τL
is the Galois quadratic character corresponding to L. In other words, only the quadratic

characters unramified away from D contribute in the above decomposition of X
(m)
B (Q).

In particular, since P ∈ XB(K) and πm(P ) = Q ∈ X
(m)
B (Q), the class ζ(Q) ∈

H1(Q, {±1}) of the Q-torsor given by the fibre XB,Q → Q is the quadratic character τK
corresponding to the quadratic extension K/Q. Hence, the point Q comes from a Q-rational
point on the twisted curve τKXB . By the above discussion, K must be unramified away
from D. ut

Finally we show how to use these lemmas to prove the proposition:

Proof of Proposition 7.8. By the second lemma, it suffices to show that Q(
√
−m)

does not embed in B. The hypotheses directly imply that the prime p is inert in Q(
√
m).

That is, (mp ) = −1. Therefore,

(
−m
p

) = (
−1

p
)(
m

p
) = 1,

which implies that Q(
√
−m) does not embed in B, and the statement follows. ut

Indeed, Proposition 7.8 is the case F = Q of [Rot08, Proposition 1.3], which states an
answer to the question of how does K depend on the pair (O, RQ(

√
m)).

Moreover, Proposition 7.8 together with the material in [Rot08] allows us to prove
the non-existence of rational points on Atkin-Lehner quotients of Shimura curves in some
particular cases (see Theorem 7.13 below). We need a previous lemma and a definition.

First, the lemma goes in the same direction as some comments at the end of Chapter
6 for the local case:

Lemma 7.11. With the above notations, the hypothesis 2 - D implies that the abelian
surface (A, ι) admits a model rational over K.

Proof. See [Jor86, p. 93]. ut

And second, let us define a finite set of primes for a given prime q:

Definition 7.12. For a given prime q, we define P0(q) to be the set of prime factors of the
non-zero integers in the set ∪s,a{q, a2− sq}, where the union is over s = 0, 1, 2, 3, 4 and the
integers a such that |a| ≤ 2

√
q.

This is obviously a finite set of prime ideals, rather small for small values of q. We
have for instance P0(2) = {2, 3, 5, 7} and P0(3) = {2, 3, 5, 11}.

Theorem 7.13. Let p,m be two different primes, m ≡ p ≡ 3 mod 4, (mp ) = −1, p 6=
3, 7, 11, 19, 23, 43, 67, 163. If there exists an odd prime q such that p 6∈ P0(q), ( qp ) = 1 and

( qm ) = −1, then X
(m)
pm (Q) = ∅, where Xpm is the Shimura curve associated to the quaternion

algebra B(pm) of reduced discriminant pm.
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Proof. The fact that p 6= 3, 7, 11, 19, 23, 43, 67, 163 implies by [BFGR06, Proposition

5.1] that there exist no CM-points in X
(m)
pm (Q).

So, suppose there exists a (non CM) point Q ∈ X(m)
pm (Q), and let K be the imaginary

quadratic field such that π−1
m (Q) = {P, ωm(P )} ⊆ Xpm(K). By Proposition 7.8, K is un-

ramified at the primes not dividing pm. Hence the only possibilities are Q(
√
−p), Q(

√
−m),

Q(
√
−pm).

The last option is excluded because it is ramified at 2. But the case Q(
√
−m) can also

be excluded. Indeed, since (−mp ) = (−1
p )(mp ) = 1 we get that −m is a square in Qp. This

implies that −mXpm×Qp ' Xpm×Qp, but Xpm(Qp) = ∅ by [JL85]. Hence K = Q(
√
−p).

But now observe that B ' (−p,mQ ) (easy computation of Hilbert symbols). Therefore,

by the above lemma and [BFGR06, Theorem 4.5] the point Q corresponds, in the ter-
minology of [Rot08], to a modular triplet (Opm, RQ(

√
m),Q(

√
−p)). By applying [Rot08,

Theorem 1.4], we deduce (−qm ) = −1, but our assumptions imply

(
−q
m

) = (
−1

m
)(
q

m
) = 1,

and thus we get a contradiction. Therefore, X
(m)
pm (Q) = ∅. ut

This result is significant progress with respect to [RSY05, Theorem 5.1] and [RSY05,

Corollary 5.2]. Fixed a prime q, Theorem 7.13 says that X
(m)
pm (Q) = ∅ whenever m and p

are different primes such that p 6∈ P0(q), p 6= 3, 7, 11, 19, 23, 43, 67, 163, m ≡ p ≡ 3 mod 4,
(mp ) = −1, ( qp ) = 1 and ( qm ) = −1. By Čebotarev Density Theorem, there exist infinitely

many such m and p.

Moreover, [RSY05, Theorem 3.1] gives a criterion for X
(m)
pm (AQ) being non-empty.

Whenever this holds, the Atkin-Lehner quotient X
(m)
pm is then a counterexample to the

Hasse principle over Q.

Example 7.14. For instance, if we take q = 3 then P0(3) = {2, 3, 5, 11}, and for q = 5
we have P0(5) = {2, 3, 5, 7, 11, 19}. Then, computing pairs of primes (p,m) satisfying the
hypotheses of the theorem (for q = 3 or 5) we find, for example, that

X
(3)
31·3(Q) = X

(7)
71·7(Q) = X

(23)
31·23(Q) = X

(19)
47·19(Q) = ∅.

Remark 7.15. Note that Theorem 7.13 does not require the Atkin-Lehner involution ωm
to be twisting. Indeed, if B(pm) denotes the rational quaternion algebra of reduced dis-
criminant pm, with p and m as in Theorem 7.13, using the Quadratic Reciprocity Law
one checks that (−pm,mQ ) is ramified at p, but not at m. Hence, B(pm) 6' (−pm,mQ ), and

therefore ωm is not twisting (see Lemma 2.21).

As a consequence, Theorem 7.13 (obtained by “global” methods) does not go in the
same direction as our Main Theorem (see Theorem 7.31 below), which deals with quotients
of Shimura curves by twisting Atkin-Lehner involutions. So, the above examples will not
be covered by Theorem 7.31.

5. A first approach to the main theorem

Recall that asking for the pair (B,m) to satisfy condition (M) with respect to a prime
` is equivalent to assume that every abelian surface (A`, i`) parametrized by a point in

X
(m)
B (Q`)nh admits a model rational over Q` (see Corollary 6.11). Indeed, when this con-

dition holds every abelian surface parametrized by a point in X
(m)
B (Q`) admits a model

rational over Q`. Assuming this condition for two well-chosen primes, we are already able
to prove a first approach to our main theorem.

As in [Rot08], and motivated from [Sko05], we need to define a finite set of exceptional
primes with respect to a fixed prime q, which contains the set P0(q) defined above:
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Definition 7.16. For a rational prime q, let P (q) be the set of prime factors of the non-zero
integers in the set ∪s,a{q, a2 − sq, a4 − 4a2q + q2}, where the union is over s = 0, 1, 2, 3, 4
and the integers a such that |a| ≤ 2

√
q.

In Theorem 7.19 below, we will perform descent on the torsor fp : Y
(m)
B,p → X

(m)
B .

Following the notations of the previous sections, if ` is any rational prime, for a point

Q` ∈ X(m)
B (Q`) we denote by φ` : Gal (Q̄`/Q`) → F×12

p2 the Galois character obtained by

specialization of fp at Q`. Then, recall that X
(m)
B (Q) is a subset of the descent set relative

to fp, which is

X
(m)
B (AQ)fp =


there exists a global character

{Q`}` ∈ X(m)
B (AQ) φ : Gal (Q̄/Q)→ F×12

p2 such

that φ|Gal (Q̄`/Q`) = φ` for all `

 .

For the next definition, if q is a prime let us denote by Qq2 the unique unramified
quadratic extension of Qq. For any e ∈ Z×q \ Z×2

q , Qq2 = Qq(
√
e).

Definition 7.17. Let p ≥ 5 be a prime and m > 1 a squarefree positive integer not divisible
by p. Denote by Q(pm) the set of rational indefinite quaternion algebras whose reduced
discriminant is divisible by pm. For a prime q, we define the following subsets of Q(pm):

Bp,m(q) =

 Q(
√
−q) does not split B and q is not inert in any

B ∈ Q(pm) imaginary quadratic field K such that K is
unramified away from disc(B)

 ,

BBr
p,m(q) =


Q(
√
−q) does not split B and for every

B ∈ Q(pm) sequence {Q`}` ∈ X(m)
B (AQ)fp one has

π−1
m (Qq) 6⊆ XB(Qq2)

 .

Remark 7.18. In the theorem below, as well as later in our main result in Theorem 7.31
we need to restrict to these families of rational quaternion algebras, so let us make some
remarks about these restrictions.

First suppose that B ∈ Q(pm) and let q be a prime such that Q(
√
−q) does not split

B, a condition which is easy to check. In order to check whether B is in Bp,m(q) or not,
note that we only need to ask q to be inert in a finite number of quadratic imaginary fields
K/Q, and we explicitly know all the possible fields K in terms of D = disc(B).

As for the technical condition defining BBr
p,m(q), we think that it is a hardly avoidable

hypothesis in our result. At least, it seems that it is really needed in order to prove the
statement below by means of analogue methods to that in [Sko05].

Finally, our first approach to the main result of this thesis is the following (compare
with Theorem 5.10 stated at the end of Chapter 5 and proved below in Section 6.6 of this
chapter, where condition (M) is removed at the cost of imposing that p ≡ 3 (mod 4)):

Theorem 7.19. Let B be an indefinite rational quaternion algebra of discriminant D, with
2 - D. Let ωm be a twisting Atkin-Lehner involution on XB, with m 6= D. Let p ≥ 5 be
a prime factor of D such that p - m, and suppose that (B,m) satisfies condition (M) with
respect to p and to another prime q. Then

(1) If B ∈ Bp,m(q) and p 6∈ P (q), then X
(m)
B (Q) = ∅.

(2) If B ∈ BBr
p,m(q) and p 6∈ P (q), then X

(m)
B (AQ)Br = ∅.

Proof. For the proof of both statements we will consider the X
(m)
B -torsor fp : Y

(m)
B,p →

X
(m)
B under F×12

p2 attached to the prime p. If ` is a prime, recall that a point Q` ∈ X(m)
B (Q`)

defines a character φ` = φQ` : Gal (Q̄`/Q`)→ F×12
p2 .

We may assume that X
(m)
B (AQ) 6= ∅, since otherwise there is nothing to prove. Hence,

by [RSY05, Theorem 3.1] this implies that D = pm.
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(1) Suppose that there exists Q ∈ X(m)
B (Q). Then, by the moduli interpretation of

the Atkin-Lehner quotient X
(m)
B , we can choose an abelian surface (A, i) with real

multiplication by the ring of integers RE of E = Q(
√
m) whose field of moduli is

Q, and such that B ⊆ End0
Q̄(A), corresponding to the point Q. The preimages

of Q under π−1
m are rational over some quadratic extension of Q, say K. That

is, π−1
m (Q) = {P, ωm(P )} ⊆ XB(K). After Shimura, K must be imaginary. By

means of the diagonal embedding X
(m)
B (Q) ↪→ X

(m)
B (AQ), the point Q defines a

sequence of local points {Q`}` ∈ X
(m)
B (AQ). For each one of these points, say

Q` ∈ X
(m)
B (Q`), we can choose the same abelian surface (A, i) representing it.

For the sake of clarity, however, we denote it by (A`, i`).
Now, because of the commutativity of the diagram 7, the global character

φ : Gal (Q̄/Q) → F×12
p2 obtained by specialization of the torsor fp at Q restricts

to each of the local characters φ` attached to each point Q` on Gal (Q̄`/Q`).
Therefore, by Corollary 7.5 we have that φ2 is unramified away from p.

By our assumptions, the abelian surface (Aq, iq) representing Qq admits a
model rational over Qq, so we may assume it is defined over Qq. By Lemma 7.3,
φ2
q = α24

Aq,p
, which is unramified because q 6= p. We claim first that α24

Aq,p
(σq) =

q12. For each prime `, consider the local Artin reciprocity map

w` : Z×`
'→ Iab` ,

and let

w :
∏
`

Z×`
∏
w`
� Gal (Qab/Q)

be the global Artin map. Observe that the image by w of the idèle

β = (
1

q
, . . . ,

1

q
, 1,

1

q
, . . . ) ∈

∏
`

Z×` ,

where the 1 is in the qth position, is an element σ̃q ∈ Gal (Qab/Q) which reduces
to the Frobenius automorphism Frq ∈ Gal (F̄q/Fq). Therefore, σq ◦ σ̃−1

q ∈ Iq, and

since φ restricted to Gal (Q̄q/Qq) coincides with φq, whose square is unramified,
we have φ2(σq) = φ2(σ̃q).

In order to show our claim, note that we have

φ2(σq) = φ2
q(σq) = α24

Aq,p(σq),

because φ|Gal (Q̄q/Qq) = φq, and

φ2(σ̃q) = φ2(w(β)) = φ2(wp(
1

q
)) = α24

Ap,p(wp(
1

q
)),

since φ2 is unramified away from p. So we should prove that α24
Ap,p

(wp(
1
q )) =

q12. Now let χ̄p : Gal (Q̄p/Qp) → F×p the reduction of the cyclotomic character

(restricted to Gal (Q̄p/Qp)) mod p. By [Ser72, Prop. 3] we have χ̄p|Iabp (wp(x)) =
1
x mod p for all x ∈ Z×p . Since det(%Ap,p) = χ̄p by Lemma 7.1, writing x̃ ∈ F×p
for the reduction modulo p of an element x ∈ Z×p ,

1

x̃
= χ̄p(wp(x)) = det %Ap,p(wp(x)) =

= ψ(wp(x))NFp2/Fp(αAp,p(wp(x))) = ±α2
Ap,p(wp(x)),

where we have used that αAp,p ◦ wp : Z×p → F×p2 takes values in F×p because it is

a continuous homomorphism. Since Z×p is an extension of F×p by a pro-p-group,

the homomorphism αAp,p ◦ wp : Z×p → F×p ⊆ F×p2 must be trivial on the pro-p-

part. Hence, it factors through a homomorphism F×p → F×p ⊆ F×p2 . Therefore, for
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x ∈ Z×p we can write

αAp,p(wp(x)) = (x̃)−c

for some integer c determined modulo p− 1. Combining the two last expressions,

x̃−2c = ±x̃−1,

so that 2c ≡ 1 or p+1
2 mod p − 1. Since p − 1 is even, we deduce p ≡ 3 mod 4,

and c ≡ p+1
4 or 3p−1

4 mod p− 1.
As a consequence,

α24
Ap,p(wp(x)) ≡ x−

24(p+1)
4 or x−

24(3p−1)
4 mod p,

but note that 24(p+1)
4 ≡ 24(3p−1)

4 ≡ 12 mod p−1, so that particularizing for x = 1
q

we finally obtain

α24
Ap,p(wp(

1

q
)) = q12 ∈ F×p .

Summing up,

(13) α24
Aq,p(σq) = φ2(σq) = φ2(σ̃q) = α24

Ap,p(ωp(
1

q
)) = q12

as we claimed.
While proving the above claim, we have proved in passing that p ≡ 3 mod 4.

By Proposition 7.8, this implies that K is unramified away from D. Then, since
B ∈ Bp,m(q), the prime q is not inert in K. Hence, qRK = q2 or qRK = qτq,
for τ ∈ Gal (K/Q) the nontrivial automorphism. In any case, let q be a prime of
RK above q. We can regard the point P as a point in XB(Kq), where q is the
completion of K at q, so that, in our previous notation, we can choose Kq to be
the quadratic extension Kq of Qq. Moreover, note that the residue field of this
extension is the finite field Fq of q elements.

On the other hand, the action of σq on the Tate modules Tp(Aq) and Tp(Ãq)

is the same, where Ãq is the abelian surface over Fq constructed as in Section 3 of
this chapter. Moreover, since the residue field of Kq/Qq is Fq, the quaternion alge-

bra B ⊆ End0
Kq (Aq) is embedded in End0

Fq (Ãq) by reducing the endomorphisms

modulo q. By Lemma 7.7, the characteristic polynomial of rAq,p(σq) reduced
modulo p is

T 2 − (αAq,p(σq) + qαAq,p(σ−1
q ))T + q

so that by [Jor86, Theorem 2.1] αAq,p(σq)+ qαAq,p(σ−1
q ) is the reduction modulo

p of an integer aq of absolute value at most 2
√
q. Then, using (13) we can write

aq ≡
√
q(ζ + ζ−1) mod p̄,

where ζ =
αAq,p(σq)√

q is a 24-th root of 1, and p̄ a prime of Q̄ over p. Computing

the possible values of
√
q(ζ + ζ−1) with ζ a 24-th root of 1 leads to

aq ≡ 0,±√q,±
√

2q,±
√

3q,±2
√
q or ±√q ·

√
2±
√

3 mod p̄.

In other words, p|a2
q − sq for some s = 0, 1, 2, 3, 4 or p|a4

q − 4a2
qq + q2. But since

|aq| ≤ 2
√
q, from the definition of P (q) the above congruence must be an equality.

Moreover, since aq is an integer the only possibility is aq = 0.
Now we will show that aq = 0 leads to a contradiction with the assumption

that the algebra B is in Bp,m(q). As we have said above, since the extension

Kq/Qq has residue field Fq, the quaternion algebra B ⊆ End0
Kq (Aq) embeds in

End0
Fq (Ãq) by reducing the endomorphisms of Aq modulo q. Then, according to

the classification of abelian surfaces admitting quaternionic multiplication over
finite fields following from the Honda-Tate theory (see [Jor86, Theorem 2.1]), we
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deduce that End0
Fq (Ãq) ' M2(Q(

√
−q)), which implies that B is split by Q(

√
−q),

and this contradicts the fact that B ∈ Bp,m(q).
(2) The second statement of the theorem essentially strengthens the first one under

the assumption that B belongs to BBr
p,m(q) instead of Bp,m(q).

Now we should prove that there does not exist a family of points Q` ∈
X

(m)
B (Q`), one for each finite prime ` of Q, such that the local characters φ` = φQ`

attached to them come from a single global character φ : Gal (Q̄/Q) → F×12
p2 . In

other words, we want to show that under our assumptions X
(m)
B (AQ)fp must be

empty. Then, by applying the main theorem of descent theory of Colliot-Thélène
and Sansuc (see Theorem 3.32 and the comments after its statement), this implies

actually that X
(m)
B (AQ)Br = ∅ as we want.

So, suppose in order to find a contradiction that X
(m)
B (AQ)fp 6= ∅. Then,

we can choose a family of points {Q`}`, Q` ∈ X(m)
B (Q`) for each prime `, such

that there exists a global character φ restricting to each local character φ` on

Gal (Q̄`/Q`). Using the moduli interpretation ofX
(m)
B , write (A`, i`) for an abelian

surface with real multiplication by RQ(
√
m) corresponding to each point Q`.

Now the rest of the proof is exactly as in the first part, since the hypothesis

B ∈ BBr
p,m(q) implies that, for every possible choice of {Q`}` ∈ X

(m)
B (AQ), the

preimages of the point Qq ∈ X(m)
B (Qq) are rational over a quadratic extension Kq

of Qq with residue field Fq. Therefore, all the arguments apply verbatim to get
the same contradiction.

ut

As we quoted at the end of Chapter 5, there is an explicit criterion given in [RSY05,

Theorem 3.1] for deciding whether X
(m)
B (AQ) is empty or not. When X

(m)
B (AQ) 6= ∅, state-

ment (1) of the above theorem gives sufficient conditions for X
(m)
B to be a counterexample

to the Hasse principle over Q, and under the conditions of statement (2), not only X
(m)
B

is a counterexample to the Hasse principle over Q, but moreover it is accounted for by the
Brauer-Manin obstruction.

Remark 7.20. From the proof of the above theorem, it is clear that the family of quaternion
algebras Bp,m(q) could be defined to be bigger, by asking the prime q not to be inert only in
those imaginary quadratic fields K, unramified away from D, such that XB(K) 6= ∅. This
should define a family B0

p,m(q) ⊇ Bp,m(q), and we can replace Bp,m(q) by B0
p,m(q) in the

theorem. However, in practice is easier to work with Bp,m(q) instead of with B0
p,m(q).

6. Extended Galois representations and main theorem

The aim of this section is to remove condition (M) from Theorem 7.19, in order to
finally give a proof of our main result in Theorem 7.31. Given an abelian surface (A`, i`)

representing a Q`-rational point Q` ∈ X(m)
B (Q`) of our quotient of XB by a twisting Atkin-

Lehner involution, for some prime `, the basic idea is to extend the Galois representations
introduced in Section 1 of this chapter in an appropriate way.

More precisely, under the assumptions made from the beginning of this chapter, we
should assume that the abelian surface (A`, i`) is defined either over Q` or over K`, where
K` is the quadratic extension of Q` over which the preimages of Q` under πm on XB are
rational. If we do not know whether (A`, i`) admits a model rational over Q` or not, a priori
we can only define the Galois representations rA`,p, %A`,p and αA`,p as representations of the
Galois group GK` = Gal (Q̄`/K`), but not of the whole Galois group GQ` = Gal (Q̄`/Q`).

Independently on whether (A`, i`) admits a model rational over Q` or not, we will define
suitable extensions of these representations to the whole GQ` . These extensions satisfy some
properties analogous to the ones exposed in Sections 1, 2 and 3 of this chapter, and allow
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us to give a proof of our main theorem which goes along the same lines as the proof of
Theorem 7.19.

6.1. Field of moduli and field of definition. With notations as usual, fix the

prime `, let Q` ∈ X(m)
B (Q`) be a Q`-rational point on the Atkin-Lehner quotient and choose

any abelian surface (A`, i` : RE ↪→ End(A)) representing Q`.

In order to extend the Galois representations rA`,p, %A`,p and αA`,p of GK` to rep-
resentations of the whole GQ` , we exploit the fact that the field of moduli of (A`, i`) is
Q`. This implies, by definition, that there exist isomorphisms fσ : σA` → A`, one for each
σ ∈ GQ` = Gal (Q̄`/Q`), such that the diagram

(14)

σA`
fσ−→ A`

σi`(α) ↓ ↓ i`(α)
σA`

fσ−→ A`,

commutes for any α ∈ RE .

By the assumption 2 - D, combining the work of Jordan-Livné [JL85] and Jordan
[Jor86], we know that the preimages π−1

m (Q`) = {P`, P ′`} ⊆ XB(K`) are rational over a
quadratic extension K`/Q` (and they are not rational over Q`), and an abelian surface
(A`, ι`) representing any of the points P`, P

′
` admits a model rational over K` (see Proposi-

tion 6.14). Hence, we can assume that (A`, i`) is defined over K`. Then, fix some element
s ∈ GQ` inducing the nontrivial automorphism in Gal (K`/Q`) = GQ`/GK` and write

GQ` = GK` ∪ s ·GK` .

If σ ∈ GK` , then we can choose fσ = id, since (A`, i`) is defined over K`. And if σ 6∈ GK` ,
then we can choose fσ = fs. That is, the choice of the family {fσ}σ∈GQ`

reduces to the
choice of fs. So fix once and for all the isomorphism fs.

In general, the isomorphisms {fσ} can be related one to each other by considering the
2-cocycle

c : GQ` ×GQ` −→ Aut(A`, i` : E ↪→ End0(A)) ' {±1}
(σ, τ) 7→ fσ · σfτ · f−1

στ

where the isomorphism on the right follows from [BFGR06, Lemma 4.2]. By Weil’s crite-
rion, the abelian surface (A`, i`) admits a model rational over Q` if and only if fσ ·σfτ = fστ
for all σ, τ ∈ GQ` , that is, if and only if the cocycle c is trivial.

In our case, writing down the expression of the cocycle c, the above discussion leads to
the following

Proposition 7.21. With the above notations, the abelian surface (A`, i`) admits a model
rational over Q` if and only if fs · sfs = id.

6.2. “Extending” Galois representations. Now assume that M = Tp(A`), A`[p],
or Cp, where p is the unique prime of E = Q(

√
m) above p. Since (A`, i`) is defined over

K`, the Galois action of Gal (Q̄`/K`) on M gives rise to the Galois representation rA`,p,
%A`,p or αA`,p, respectively, as in the previous sections. If moreover (A`, i`) admits a model
rational over Q`, each one of these representations is defined on the whole absolute Galois
group Gal (Q̄`/Q`). As we do not want to assume that (A`, i`) admits a model rational over
Q`, we need to lift these Galois representations to Gal (Q̄`/Q`) in some sense.

If we denote the action of σ ∈ GK` on M by x 7→ σx, then for σ ∈ GQ` we can consider
the map2

x ∈M 7→ σ · x := fσ(σx).

2Although there are only two possibilities for fσ , namely id or fs, depending on whether σ ∈ GK` or

not, the action of σ on x ∈M depends on σ, and it is for this reason that we keep the notation fσ .
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If (A`, i`) admits a model rational over Q`, this is nothing but the usual Galois action.
However, if (A`, i`) does not admit a model rational over Q` then this does not define a
GQ` -action, since for σ, τ ∈ GQ` \GK` one has

(15) στ · x := fστ (στx) = −fσfτ (στx) = −fσ(σ(fτ (τx))) = −σ · (τ · x).

In any case, we can consider the map (which is not a homomorphism, in general)

GQ` −→ Aut(M)
σ 7−→ (x 7→ fσ(σx)).

Let us denote by r̃A`,p, %̃A`,p and α̃A`,p the maps obtained in this way when replacing
M by Tp(A`), A`[p] and Cp, respectively. That is, we get maps

r̃A`,p : GQ` −→ AutREp
(Tp(A`)) ' GL2(REp

),

%̃A`,p : GQ` −→ AutFp2 (A`[p]) ' GL2(Fp2),

α̃A`,p : GQ` −→ AutRE (Cp) ' F×p2 .

Note that the RE-linearity follows immediately from the commutative diagram (14).
Although these maps are not homomorphisms in general, when restricting to GK` we have
equalities

r̃A`,p|GK` = rA`,p, %̃A`,p|GK` = %A`,p, α̃A`,p|GK` = αA`,p.

In particular, the restrictions to GK` of these maps are morphisms. In order to have a feel
about the obstruction for r̃A`,p, %̃A`,p and α̃A`,p to be morphisms, assume for a while that
(A`, i`) does not admit a model rational over Q`, and take σ ∈ GQ` \ GK` . Then, let us
compute for example α̃A`,p(σ)2: if x ∈ Cp,
(16)

α̃A`,p(σ)2 = x 7→ fσ(σ(fσ(σx))) = x 7→ fs(
sfs(

σ2

x))) = x 7→ −(σ
2

x) = −α̃A`,p|GK` (σ
2),

where we have used that fσ = fs, fs ·sfs = −1, and we have stressed the fact that σ2 ∈ GK` .
Analogous equalities hold for r̃A`,p and %̃A`,p. In the following, care must be taken because
of this phenomenon.

On the other hand, the observation in (15) tells us that the reductions modulo ±1 of
these maps are morphisms, so we do get Galois representations

r̄A`,p = r̃A`,p mod ± 1 : GQ` −→ AutREp
(Tp(A`))/{±1} ' GL2(REp

)/{±1},
%̄A`,p = %̃A`,p mod ± 1 : GQ` −→ AutFp2 (A`[p])/{±1} ' GL2(Fp2)/{±1},
ᾱA`,p = α̃A`,p mod ± 1 : GQ` −→ AutRE (Cp)/{±1} ' F×p2/{±1}.
So, at the end, we have extended our representations to GQ` , taking into account that

the target must be mod out by {±1}.

6.3. Some properties of the extended representations. Once we have defined
our extended representations, the next step is to prove some properties for them analogous
to the ones shown in the previous sections. In order to study them, it will be useful to look
also at the maps r̃A`,p, %̃A`,p and α̃A`,p, which can be regarded as lifts of r̄A`,p, %̄A`,p and
ᾱA`,p, respectively.

We start by relating r̄A`,p to the p-cyclotomic character χp : GQ` → Z×p . We have seen
in Lemma 7.1 that det(rA`,p) = χp|GK` . This directly implies that det(r̃A`,p|GK` ) = χp|GK` .

Now observe that being r̄A`,p a 2-dimensional representation, for σ ∈ GQ` we can
compute det(r̄A`,p(σ)) just as det(r̃A`,p(σ)) (although r̃A`,p is not a representation). Then,
with this observation in mind, we have an equality

det(r̄A`,p(σ)) = χp(σ) for all σ ∈ GK` .

Obviously, if (A`, i`) admits a model rational over Q`, this equality holds for all σ ∈ GQ`
(indeed, in this case r̃A`,p = rA`,p and the equality has already been proved in Lemma 7.1).
So assume that (A`, i`) does not admit a model rational over Q` and take σ ∈ GQ` \GK` .
By the analogous version of (16) for r̃A`,p, we have

r̃A`,p(σ)2 = −r̃A`,p|GK` (σ
2).
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Therefore,

det(r̄A`,p(σ))2 = det(r̃A`,p(σ)2) = det(−r̃A`,p|GK` (σ
2)) = χp(σ

2) = χp(σ)2,

which implies that det(r̄A`,p(σ)) = ±χp(σ).

Remark 7.22. Note that the same equality holds therefore for det(%̄A`,p) and χ̄p.

Now, before relating %̄A`,p to ᾱA`,p, let us look at the local behavior of ᾱA`,p, provided
` 6= p. That is, we want to study the image of the inertia subgroup I` ⊆ GQ` .

Assume first that (A`, i`) admits a model rational over Q`. In this case, we have seen in
Proposition 7.4 that if ` 6= p then α24

A`,p
is unramified, where now note that αA`,p : GQ` →

F×p2 . That is, αA`,p(I`)
24 = {1}, where I` ⊆ GQ` is the inertia subgroup. Since in this case

α̃A`,p = αA`,p and ᾱA`,p is its reduction modulo ±1, we conclude that ᾱA`,p(I`)
12 = {1} ⊆

F×p2/{±1}.
Now assume that (A`, i`) does not admit a model rational over Q`, so that αA`,p is only

defined on GK` . Also by Proposition 7.4 we know that αA`,p(Iv)
12 = {1}, where Iv ⊆ GK`

is the corresponding inertia subgroup to the unique place v of K` above `. Now observe
that [I` : Iv] ≤ 2, because [K` : Q`] = 2. As a consequence, if τ ∈ I` then τ2 ∈ Iv and
αA`,p(τ2)12 = 1. Using (16), we deduce that for any τ ∈ I`

α̃A`,p(τ)24 = (α̃A`,p(τ)2)12 = (−α̃A`,p|GK` (τ
2))12 = αA`,p(τ2)12 = 1.

And, as before, since ᾱA`,p is the reduction modulo±1 of α̃A`,p, we conclude that ᾱA`,p(I`)
12 =

{1} ⊆ F×p2/{±1}.
Therefore, we have proved:

Proposition 7.23. If ` 6= p, then ᾱ12
A`,p

is unramified, i.e. ᾱA`,p(I`)
12 = {1}. Indeed,

α̃A`,p(I`)
24 = {1}.

Finally, we want to relate the representations %̄A`,p and ᾱA`,p as in Lemma 7.6. For
doing so, it is useful to work with their lifts %̃A`,p and α̃A`,p. First of all, the relation
between %̄A`,p|GK` and ᾱA`,p|GK` is not difficult to see following a similar reasoning as in

[Rot08, Lemma 3.1]:

Lemma 7.24. There exists an Fp2-basis of A`[p] with respect to which

%̄A`,p|GK` : GK` −→ GL2(Fp2)/{±1}

σ 7−→
(
α̃A`,p|GK` (σ)p 0

∗ α̃A`,p|GK` (σ)

)
mod ± 1.

Proof. Write Op = Rp +Rp · π, and let x ∈ A`[p] be such that A[p] = Op/pOp · x =
Rp/pRp ·x+Rp/pRp ·π(x). We shall compute %̃A`,p|GK` = %A`,p with respect to the Fp2-basis

{x, π(x)} of A`[p] and try to read α̃A`,p|GK` from its expression.

Take an element σ ∈ GK` . Then the automorphism r̃A`,p|GK` (σ) = rA`,p(σ) is the

one induced by the usual Galois action of σ on Tp(A`), and %̃A`,p|GK` (σ) = %A`,p(σ) is

its reduction modulo p. On the one hand, let us write σx = uσ · x + vσ · π(x) for some
uσ, vσ ∈ REp

, which are uniquely determined modulo p. And on the other hand, since the
endomorphisms of A coming from B are defined over K`, we have σπ = π. Therefore,

σ(π(x)) = σπ(σx) = π(uσ · x+ vσ · π(x)) = τuσπ(x) + τvσπ
2(x) = τuσπ(x),

since π2 = p and p · x = 0, and where τ ∈ Gal (Ep/Qp) is the non-trivial automorphism.

Switching uσ by τuσ and reducing mod p, it follows that %̃A`,p(σ) = %A`,p(σ) =(
upσ 0
vσ uσ

)
, and we recover α̃A`,p|GK` = αA`,p as α̃A`,p|GK` (σ) = uσ. Hence the lemma

follows. ut
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However, we would like to prove a similar relation without restricting to GK` . The
key point is to adapt the character ψ introduced in [Rot08, p. 6], and already considered
in Section 1 of Chapter 6, by extending the natural GK` -action on the endomorphisms of
A`/K` coming from B to a GQ`-action using the isomorphism fs.

Regarding the elements in the quaternion algebra B as endomorphisms of the abelian
surface A`/K`, it is clear that the Galois group GK` acts naturally on B: for any σ ∈ GK` ,
β 7→ σβ defines an automorphism B → B. But if σ ∈ GQ` \ GK` , then σA` must not be
equal to A and this does not work. Instead, we define an action of GQ` on B by using the
chosen isomorphisms fσ. That is, for any σ ∈ GQ` we can consider the automorphism

B−→B, β 7−→ fσ
σβf−1

σ .

Observe that if (A`, i`) admits a model rational over Q`, then all the fσ’s can be chosen to
be the identity and this is nothing but the usual Galois action.

By the Noether-Skolem Theorem, each one of these automorphisms is inner, so that
there exists ωσ ∈ O such that fσ

σβf−1
σ = ωσβω

−1
σ .

As before, everything reduces to the role played by fs. Indeed, recall that for an
arbitrary σ ∈ GQ` , the isomorphism fσ has been chosen to be either the identity or fs,
depending on whether σ ∈ GK` or not, respectively. Also, if τ ∈ GK` , note that since
(A`, ι`) is defined over K` (in particular, all the endomorphisms coming from B are defined
over K`) we have τβ = β, so that for any σ ∈ GQ` ,

σβ equals either β or sβ, depending on
whether σ ∈ GK` or not, respectively. Summing up,

fσ
σβf−1

σ =

{
β if σ ∈ GK`
fs
sβf−1

s = ωsβω
−1
s if σ 6∈ GK` .

Now, the commutativity of (14) implies that β = ωsβω
−1
s for every β ∈ E (equivalently,

the same happens replacing s by σ, for any σ ∈ GQ`). Therefore, ωs belongs to the
commutator of E in B, which is E itself because it is a maximal subfield of B. Hence,
ωs ∈ RE = O ∩ E.

In this way, there is a continuous homomorphism

ψ : GQ`−→E×/Q×, σ 7−→ ωσ,

which indeed factors as

ψ : GQ` � Gal (K`/Q`)−→E×/Q×,
and therefore corresponds to the quadratic character attached to K`/Q`. From now on, we
shall assume then that ψ : GQ` → {±1}.

Once the character ψ is introduced, the above lemma generalizes to a relation between
%̄A`,p and α̃A`,p as we now prove.

Lemma 7.25. There exists an Fp2-basis of A`[p] with respect to which

%̄A`,p : GQ` −→ GL2(Fp2)/{±1}

σ 7−→
(
ψ(σ)α̃A`,p(σ)p 0

∗ α̃A`,p(σ)

)
mod ± 1.

Proof. With the same notations as in the proof of the previous lemma, we shall
compute %̃A`,p with respect to the Fp2 -basis {x, π(x)} of A`[p] and try to read α̃A`,p from
its expression.

Since the character ψ is trivial on GK` , the statement for σ ∈ GK` is exactly the
previous lemma. So we have to deal with the case σ ∈ GQ` \GK` . As before, we now write

r̃A`,p(σ)(x) = fσ(σx) = uσ · x+ vσ · π(x),

where uσ, vσ ∈ REp
are uniquely determined modulo p. In order to compute r̃A`,p(σ)(π(x)),

following the above discussion we have that

fσ
σπf−1

σ = ωsπω
−1
s = πτωsω

−1
s = −π,
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where again τ ∈ Gal (Ep/Qp) denotes the non-trivial automorphism.

Therefore,

fσ(σ(π(x))) = −π(fσ(σx)) = −π(uσ · x+ vσ · π(x)) = −τuσ · π(x).

Switching uσ and −τuσ for ease of notation and reducing modulo p, we finally obtain
that

%̃A`,p(σ) =

(
−upσ 0
vσ uσ

)
=

(
ψ(σ)upσ 0
vσ uσ

)
.

Reducing modulo ±1, we deduce that ᾱA`,p(σ) = uσ mod ± 1, so the lemma follows. ut

Using this expression for %̄A`,p in terms of α̃A`,p, we can obtain an expression for the
characteristic polynomial of a Frobenius element under r̄A`,p modulo p. Let σ` ∈ GQ` be
a Frobenius element at `, i.e. whose reduction coincides with the Frobenius automorphism
Fr` ∈ Gal (F̄`/F`).

Corollary 7.26. If ` 6= p, then the characteristic polynomial Φ`(T ) ∈ RE [T ] of r̄A`,p(σ`)
satisfies the congruence

Φ`(T ) ≡ T 2 − (α̃A`,p(σ`)± `α̃A`,p(σ`)
−1)T ± ` mod p.

Proof. From the previous lemma, it is clear that Φ`(T ) satisfies the congruence

Φ`(T ) mod p ≡ T 2 − (α̃A`,p(σ`) + ψ(σ`)α̃A`,p(σ`)
p)T + ψ(σ`)NFp2/Fp(α̃A`,p(σ`)).

Since ` 6= p and det(%̄A`,p(σ`)) = ±`, we can write

ψ(σ`)α̃A`,p(σ`)
pα̃A`,p(σ`) = ±` ∈ F×p2 ,

and therefore

α̃A`,p(σ`) + ψ(σ`)α̃A`,p(σ`)
p ≡ α̃A`,p(σ`)± `α̃A`,p(σ`)

−1 mod p,

so the statement is proved. ut

Remark 7.27. If σ` ∈ GK` , the proof of Lemma 7.24 implies a stronger fact: in this case,
the characteristic polynomial of rA`,p(σ`) = r̃A`,p(σ`) reduced modulo p is congruent to
T 2 − (α̃A`,p(σ`) + `α̃A`,p(σ`)

−1)T + ` ∈ Fp2 [T ].

Remark 7.28. We have proved in Lemma 7.25 that

%̄A`,p(σ) =

(
ψ(σ)α̃A`,p(σ)p 0

∗ α̃A`,p(σ)

)
mod ± 1,

for any σ ∈ GQ` . We also have mentioned that det(%̄A`,p(σ)) can be computed as det(%̃A`,p(σ)).
Equivalently, as the determinant of the matrix on the right hand side of the above equality.

On the other hand, observe that ᾱA`,p : Gal (Q̄`/Q`) → F×p2/{±1} ' Z/p
2−1
2 Z takes

values in an abelian group, hence it factors through a homomorphism ᾱA`,p : Gal (Q̄`/Q`)ab →
F×p2/{±1}. However, we cannot say the same for α̃A`,p, as it is not a homomorphism.

But note that det(%̄A`,p) : Gal (Q̄`/Q`) → F×p2 is a homomorphism, and then by the

same reasoning it factors through a homomorphism det(%̄A`,p) : Gal (Q̄`/Q`)ab → F×p2 .

Using the above relation given by Lemma 7.25, this shows that

σ 7→ ψ(σ)α̃A`,p(σ)pα̃A`,p(σ)

depends only on the coset of σ ∈ Gal (Q̄`/Q`) in the abelianization Gal (Q̄`/Q`)ab. Indeed,
since ψ is a quadratic character,

σ 7→ α̃A`,p(σ)pα̃A`,p(σ)

depends only on the coset of σ ∈ Gal (Q̄`/Q`) in the abelianization Gal (Q̄`/Q`)ab.
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6.4. ᾱAp,p on the inertia subgroup Ip ⊆ Gal (Q̄p/Qp). We have already seen that,

for a prime ` 6= p, the character ᾱ12
A`,p

is unramified. Now we want to make a closer
analysis of the case ` = p. First, recall that the local Artin reciprocity map gives us an

isomorphism wp : Z×p
'→ Iabp ⊆ GabQp = Gal (Q̄p/Qp)ab. Also, the character ᾱAp,p factors

through ᾱAp,p : GabQp → F×p2/{±1}. Therefore, we can consider the composition

ᾱAp,p ◦ wp : Z×p
wp−−→
'

Iabp ⊆ GabQp
ᾱAp,p−−−−→ F×p2/{±1},

which is a continuous homomorphism.

Observe that F×p2/{±1} is isomorphic to the cyclic group C(p2−1)/2 ' Z/p
2−1
2 Z of p

2−1
2

elements, which has exactly one (cyclic) subgroup of order d for each positive divisor d of
p2−1

2 . Among them, F×p /{±1} ⊆ F×p2/{±1} is identified with the cyclic subgroup of order

(p− 1)/2. Note also that Z×p ' Z/(p− 1)Z× Zp.
Therefore, the image ᾱAp,p(wp(Z×p )) of Z×p under ᾱAp,p ◦ wp must be contained in

a cyclic subgroup Cd ⊆ F×p2/{±1}, for some d|(p2 − 1)/2, which arises as a quotient of

Z×p ' Z/(p− 1)Z× Zp by a closed subgroup. Such quotients are of the form Cd′ × Z/pnZ,
for some integer n ≥ 1 and some cyclic subgroup Cd′ of order d′ dividing p− 1. Clearly, the
factor Z/pnZ cannot arise, so that the image of Z×p must be contained in a cyclic subgroup

Cd ⊆ F×p2/{±1}, with d|(p − 1). In any case, ᾱAp,p(wp(Z×p )) ⊆ Cp−1 ⊆ F×p2/{±1}, and

C(p−1)/2 ' F×p /{±1} ⊆ Cp−1 with index 2. Hence, for any x ∈ Z×p , ᾱAp,p(wp(x))2 =

ᾱAp,p(wp(x
2)) ∈ F×p /{±1}.

If we take any representative τ ∈ Ip of wp(x) ∈ Iabp , this implies that ᾱAp,p(τ2) ∈
F×p /{±1}. As a consequence, α̃Ap,p(τ2) ∈ F×p for any τ ∈ Ip ⊆ GQp .

Combining this with the above remark, if τ ∈ Ip is a representative for wp(x), then

(α̃Ap,p(τ2))2 = NFp2/Fp(α̃Ap,p(τ2)) = α̃Ap,p(τ2)pα̃Ap,p(τ2)

depends only on wp(x) ∈ Iabp .

6.5. Galois representations and local characters. As we have seen in our first
approach to the main theorem of this work, one of the key points has been the equality
φ`|GK` = α12

A`,p
relating the Galois representation αA`,p : Gal (Q̄`/K`) → F×p2 , arising from

the Galois action on the canonical torsion subgroup Cp of A` at p, and the local character

φ` : GQ` → F×12
p2 obtained by specialization of the torsor fp at Q` ∈ X(m)

B (Q`). Now, since

α̃A`,p|GK` = αA`,p, we have an equality

(α̃A`,p|GK` )
12 = φ`|GK` .

Furthermore, let σ ∈ GQ` \GK` . By applying (16),

α̃A`,p(σ)24 = (α̃A`,p(σ)2)12 = (−α̃A`,p(σ2))12 = α̃A`,p|GK` (σ
2)12 = φ`|GK` (σ

2) = φ`(σ)2,

which implies that α̃A`,p(σ)12 = ±φ`(σ).

These facts imply the following

Proposition 7.29. For any σ ∈ Gal (Q̄`/Q`), α̃A`,p(σ)24 = φ`(σ)2. In terms of ᾱA`,p, we
have

ᾱA`,p(σ)12 = φ`(σ) mod ± 1, ∀σ ∈ Gal (Q̄`/Q`).

Corollary 7.30. For ` 6= p, the local character φ2
` is unramified.

Proof. This follows immediately from Proposition 7.29 and Proposition 7.23. ut
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6.6. Proof of the main theorem. Finally, we can prove the main theorem of this
thesis, which was stated in Theorem 5.10. The notations regarding the families of quaternion
algebras Bp,m(q) and BBr

p,m(q), as well as the set of exceptional primes P (q), are as before
Theorem 7.19.

The big difference with respect to Theorem 7.19 is that we can remove condition (M)
from the statement. Indeed, instead of assuming this condition, which cannot be checked in
practice, we only need to assume a congruence condition on the prime p, which is definitely
a better hypothesis. Note also that the proof goes along the same lines as the proof of
Theorem 7.19, but using our extended Galois representations instead of the usual ones.

Theorem 7.31 (Main Theorem). Let B be an indefinite rational quaternion algebra of
discriminant D, with 2 - D. Let ωm be a twisting Atkin-Lehner involution on XB, with
m 6= D. Let p ≥ 5 be a prime factor of D, p ≡ 3 mod 4, such that p - m. Let also q be a
prime. Then,

(1) If B ∈ Bp,m(q) and p 6∈ P (q), then X
(m)
B (Q) = ∅.

(2) If B ∈ BBr
p,m(q) and p 6∈ P (q), then X

(m)
B (AQ)Br = ∅.

Proof. For the proof of both statements we will consider the X
(m)
B -torsor fp : Y

(m)
B,p →

X
(m)
B under F×12

p2 attached to the prime p. If ` is a prime, recall that a point Q` ∈ X(m)
B (Q`)

defines a character φ` = φQ` : Gal (Q̄`/Q`)→ F×12
p2 .

We may assume that X
(m)
B (AQ) 6= ∅, since otherwise there is nothing to prove. Hence,

by [RSY05, Theorem 3.1] this implies that D = pm.

(1) Suppose that there exists Q ∈ X(m)
B (Q). Then, by the moduli interpretation of

the Atkin-Lehner quotient X
(m)
B , we can choose an abelian surface (A, i) with real

multiplication by the ring of integers RE of E = Q(
√
m) whose field of moduli is

Q, and such that B ⊆ End0
Q̄(A), corresponding to the point Q. The preimages

of Q under π−1
m are rational over some quadratic extension of Q, say K. That

is, π−1
m (Q) = {P, ωm(P )} ⊆ XB(K). After Shimura, K must be imaginary. By

means of the diagonal embedding X
(m)
B (Q) ↪→ X

(m)
B (AQ), the point Q defines a

sequence of local points {Q`}` ∈ X
(m)
B (AQ). For each one of these points, say

Q` ∈ X
(m)
B (Q`), we can choose the same abelian surface (A, i) representing it.

For the sake of clarity, however, we denote it by (A`, i`).
Now, because of the commutativity of the diagram 7, the global character

φ : Gal (Q̄/Q) → F×12
p2 obtained by specialization of the torsor fp at Q restricts

to each of the local characters φ` attached to each point Q` on Gal (Q̄`/Q`).
Therefore, by Corollary 7.30 we have that φ2 is unramified away from p.

Let us consider the abelian surface (Aq, iq) representing the point Qq ∈
X

(m)
B (Qq), and consider the representation ᾱAq,p : GQq → F×p2/{±1}, as well

as the map α̃Aq,p : GQq → F×p2 . Recall also that we have a local character

φq : GQq → F×12
p2 attached to Qq by specialization of the torsor fp, satisfying

φ2
q = α̃24

Aq,p
and φq mod ± 1 = ᾱ12

Aq,p
.

As before, choose σq ∈ GQq a Frobenius element, i.e. inducing Frq ∈ Gal (F̄q/Fq)
under reduction. We first claim that α̃Aq,p(σq)

24 = q12 ∈ F×p .
For each prime `, consider the local Artin reciprocity map

w` : Z×`
'→ Iab` ,

and let

w :
∏
`

Z×`
∏
w`
� Gal (Qab/Q)
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be the global Artin map. Observe that the image by w of the idèle

β = (
1

q
, . . . ,

1

q
, 1,

1

q
, . . . ) ∈

∏
`

Z×` ,

where the 1 is in the qth position, is an element σ̃q ∈ Gal (Qab/Q) which reduces
to the Frobenius automorphism Frq ∈ Gal (F̄q/Fq). Therefore, σq ◦ σ̃−1

q ∈ Iq, and

since φ restricted to Gal (Q̄q/Qq) coincides with φq, whose square is unramified,
we have φ(σq)

2 = φ(σ̃q)
2.

In order to show our claim, first note that we have

φ(σq)
2 = φq(σq)

2 = α̃Aq,p(σq)
24,

because φ|Gal (Q̄q/Qq) = φq. Besides, since φ2 is unramified away from p,

φ(σ̃q)
2 = φ(w(β))2 = φ(wp(

1

q
))2,

which implies that φ(σ̃q) mod ± 1 = φ(wp(
1
q )) mod ± 1. Therefore,

φ(σ̃q) mod ± 1 = φ(wp(
1

q
)) mod ± 1 = ᾱAp,p(wp(

1

q
))12 =

= ᾱAp,p(τ1/q)
12 = α̃Ap,p(τ1/q)

12 mod ± 1,

where we choose any representative τ1/q ∈ Ip of wp(
1
q ) ∈ Iabp (this makes sense

since ᾱAp,p factors through GabQp → F×p2/{±1}). In particular, this shows that

φ(σ̃q) = ±α̃Ap,p(τ1/q)
12, hence φ(σ̃q)

2 = α̃Ap,p(τ1/q)
24.

So, for proving our claim, we must show that α̃Ap,p(τ1/q)
24 = q12. For this,

let χ̄p : Gal (Q̄p/Qp) → F×p be the reduction of the cyclotomic character mod

p. By [Ser72, Prop. 3], we have χ̄p|Iabp (wp(x)) = 1
x mod p for all x ∈ Z×p . For

x ∈ Z×p , let τx ∈ Ip be any representative of wp(x) ∈ Iabp . Then, if x̃ ∈ F×p denotes

the reduction modulo p of x ∈ Z×p ,

1

x̃2
= χ̄p(wp(x

2)) = ±det(%̄Ap,p(wp(x
2))) = ±det(%̄Ap,p(τ2

x)) =

= ±ψ(τ2
x)NFp2/Fp(α̃Ap,p(τ2

x)) = ±α̃Ap,p(τ2
x)2 = ±α̃Ap,p(τx)4,

where we have used that %̄Ap,p factors through %̄Ap,p : GabQp → F×p2 and that

α̃Ap,p(τ2) ∈ F×p for every τ ∈ Ip (see Section 6.4 above).
In particular, for x = 1/q we get

(17) α̃Ap,p(τ1/q)
24 = q12 ∈ F×p ,

as we claimed.
Now, since p ≡ 3 mod 4 by hypothesis, Proposition 7.8 implies that K is

unramified away from D. Then, since B ∈ Bp,m(q), the prime q is not inert in K.
Hence, qRK = q2 or qRK = qgq, for g ∈ Gal (K/Q) the nontrivial automorphism.
In any case, let q be a prime of RK above q. We can regard the point P as a
point in XB(Kq), where q is the completion of K at q, so that, in our previous
notation, we can choose Kq to be the quadratic extension Kq of Qq. Moreover,
note that the residue field of this extension is the finite field Fq of q elements.

On the other hand, since Aq/Kq has potential good reduction, following the
construction of Serre and Tate at the end of p. 498 in [ST68], we can choose
a finite totally ramified extension Lq/Kq such that the closed fibre of the Néron

model of Aq ×Kq Lq over the ring of integers of Lq is an abelian surface Ãq over
Fq. Moreover, the action of the Frobenius element σq on the Tate modules Tp(Aq)

and Tp(Ãq) is the same.

Besides, the quaternion algebra B ⊆ End0
Kq (Aq) is embedded in End0

Fq (Ãq),

since the residue field of Kq/Qq is Fq. Also for this reason, σq ∈ Gal (Q̄q/Kq) ⊆
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Gal (Q̄q/Qq), hence by Corollary 7.26, the characteristic polynomial of rAq,p(σq)
reduced modulo p is congruent to

T 2 − (α̃Aq,p(σq) + `α̃Aq,p(σq)
−1)T + q ∈ Fp2 [T ],

so that, by [Jor86, Theorem 2.1], α̃Aq,p(σq)+qα̃Aq,p(σ−1
q ) is the reduction modulo

p of an integer aq of absolute value at most 2
√
q. Then, using (17) we can write

aq ≡
√
q(ζ + ζ−1) mod p̄,

where ζ =
α̃Aq,p(σq)√

q is a 24-th root of 1, and p̄ a prime of Q̄ over p. Computing

the possible values of
√
q(ζ + ζ−1) with ζ a 24-th root of 1 leads to

aq ≡ 0,±√q,±
√

2q,±
√

3q,±2
√
q or ±√q ·

√
2±
√

3 mod p̄.

In other words, p|a2
q − sq for some s = 0, 1, 2, 3, 4 or p|a4

q − 4a2
qq + q2. But since

|aq| ≤ 2
√
q, from the definition of P (q) the above congruence must be an equality.

Moreover, since aq is an integer the only possibility is aq = 0.
Now we will show that aq = 0 leads to a contradiction with the assumption

that the algebra B is in Bp,m(q). As we have said above, since the extension

Kq/Qq has residue field Fq, the quaternion algebra B ⊆ End0
Kq (Aq) embeds in

End0
Fq (Ãq) by reducing the endomorphisms of Aq modulo q. Then, according to

the classification of abelian surfaces admitting quaternionic multiplication over
finite fields following from the Honda-Tate theory (see [Jor86, Theorem 2.1]), we

deduce that End0
Fq (Ãq) ' M2(Q(

√
−q)), which implies that B is split by Q(

√
−q),

and this contradicts the fact that B ∈ Bp,m(q).
(2) The second statement of the theorem essentially strengthens the first one under

the assumption that B belongs to BBr
p,m(q) instead of Bp,m(q).

Now we should prove that there does not exist a family of points Q` ∈
X

(m)
B (Q`), one for each finite prime ` of Q, such that the local characters φ` = φQ`

attached to them come from a single global character φ : Gal (Q̄/Q) → F×12
p2 . In

other words, we want to show that under our assumptions X
(m)
B (AQ)fp must be

empty. Then, by applying the main theorem of descent theory of Colliot-Thélène
and Sansuc (see Theorem 3.32 and the comments after its statement), this implies

actually that X
(m)
B (AQ)Br = ∅ as we want.

So, suppose in order to find a contradiction that X
(m)
B (AQ)fp 6= ∅. Then,

we can choose a family of points {Q`}`, Q` ∈ X(m)
B (Q`) for each prime `, such

that there exists a global character φ restricting to each local character φ` on

Gal (Q̄`/Q`). Using the moduli interpretation ofX
(m)
B , write (A`, i`) for an abelian

surface with real multiplication by RQ(
√
m) corresponding to each point Q`.

Now the rest of the proof is exactly as in the first part, since the hypothesis

B ∈ BBr
p,m(q) implies that, for every possible choice of {Q`}` ∈ X

(m)
B (AQ), the

preimages of the point Qq ∈ X(m)
B (Qq) are rational over a quadratic extension Kq

of Qq with residue field Fq. Therefore, all the arguments apply verbatim to get
the same contradiction.

ut

Remark 7.32. As in Theorem 7.19, in the first statement of the theorem we can replace
Bp,m(q) by B0

p,m(q).

As explained after Theorem 7.19, [RSY05, Theorem 3.1] gives a criterion for decid-

ing whether X
(m)
B (AQ) is empty or not. When X

(m)
B (AQ) 6= ∅, now statement (1) of the

above theorem also gives sufficient conditions for X
(m)
B to be a counterexample to the Hasse
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principle over Q, and under the conditions of statement (2), not only X
(m)
B is a counterex-

ample to the Hasse principle over Q, but moreover it is accounted for by the Brauer-Manin
obstruction.

Nevertheless, note the big difference between the hypotheses in Theorem 7.19 and in
Theorem 7.31. While in the former condition (M) made the hypotheses computationally
inaccessible, now in the Main Theorem all the hypotheses (as for statement (1), at least)
are easy to check and then we can compute lots of examples. In the following examples, we
denote by XD the Shimura curve associated to the rational quaternion algebra of reduced
discriminant D.

Example 7.33. For the prime q = 3, one computes P (3) = {2, 3, 5, 11, 23}. Then, take
p = 19 ≡ 3 mod 4, m = 13 and B the quaternion algebra of reduced discriminant D =
pm = 19 · 13. The Atkin-Lehner involution ωm = ω13 is checked to be twisting on X19·13,
and B ∈ Bp,m(q). Therefore,

X
(13)
19·13(Q) = ∅.

Also for q = 3, p = 19, one checks for example that m = 37 still works, so that X
(37)
19·37(Q) = ∅

as well.

Example 7.34. Now consider q = 11, for which

P (11) = {2, 3, 5, 7, 11, 13, 17, 19, 29, 43, 59, 97, 109, 167}.
If we take p = 23 ≡ 3 mod 4, m = 5 and B the quaternion algebra of reduced discriminant
D = pm = 23 · 5, the Atkin-Lehner involution ωm = ω5 is checked to be twisting on X23·5,
and B ∈ Bp,m(q). Therefore,

X
(5)
23·5(Q) = ∅.

If we take m = 37 instead of 5, the same holds and then we also have X
(37)
23·37(Q) = ∅.





Conclusions and future work

In this thesis we have combined some descent techniques from the work of Skoroboga-
tov in [Sko05] together with the study of certain Galois representations attached to abelian
surfaces parametrized by the quotient of a Shimura curve by a twisting Atkin-Lehner invo-
lution, after the ideas from [Rot08]. As a consequence, a geometric interpretation of the
results in [Rot08] has been obtained in terms of the Hasse principle over Q for Atkin-Lehner
quotients of Shimura curves and the Brauer-Manin obstruction.

Therefore, this interpretation follows a parallel road to the one from Jordan’s work
in [Jor86] to Skorobogatov’s in [Sko05], since the results about non-existence of abelian
surfaces with real multiplication derived from Rotger’s work in [Rot08] are in some sense
analogous to the results of Jordan. Thus, we have closed a square linking these three articles.

It is worthwhile to mention here that one of the main achievements in this work has been
the role played by the extended Galois representations introduced at the end of Chapter 7.
These representations allow us to prove our result about non-existence of rational points on

an Atkin-Lehner quotient X
(m)
B without any assumption about the field of definition of the

abelian surfaces parametrized by it. As we have stressed along the last chapters, this has
been maybe the most difficult part to solve.

From here, some interesting future work can be pointed out. First of all, the second
statement in Theorem 7.31 is not as satisfactory as we would like. As well as the hypotheses
regarding statement (1) are computationally very easy to check, it is not so easy to verify
whether a rational quaternion algebra B belongs to BBr

p,m(q) or not. It seems to us that this
technical condition is hardly avoidable. At least, comparing our result with Theorem 5.3 of
Skorobogatov, we believe that a condition of this kind is really needed for proving our main
result with the techniques we have used. However, we would like to work out this family of
quaternion algebras and make it more explicit in order to get a clearer statement.

Secondly, it seems from the work in [Rot08] that we should expect a natural gener-
alization of our work to higher-dimensional Shimura varieties. Indeed, the étale coverings
constructed in Chapter 5 can also be defined for Atkin-Lehner quotients of Shimura vari-
eties, so this is another path to explore. Surely, an important question for investigating this
problem will be the question of when an abelian variety (of even dimension) parametrized
by a higher-dimensional Shimura variety admits a model rational over its field of moduli.
That is, it would be nice to try to obtain a result generalizing Theorem 4.2 of Jordan to
the higher-dimensional case.

Also, note that the étale covering of an Atkin-Lehner quotient X
(m)
B of a Shimura curve

XB constructed in Chapter 5 also works for the full Atkin-Lehner involution ωD, where D is
the reduced discriminant of B. The case of the full Atkin-Lehner involution rarely appears
studied in the literature, so it would be great if these coverings could be used to get some

results about non-existence of rational points on the Atkin-Lehner quotient X
(D)
B . Besides,

it is also a good idea to try to use the descent methods applied in [RSY05] to the double

covering XB → X
(m)
B given by the natural projection, provided ωm is fixed point free, but

applied to our étale coverings Z
(m)
B,p → X

(m)
B instead.

99



100 CONCLUSIONS AND FUTURE WORK

A more ambitious goal, which is placed in a more algebro-geometric side, is to try to
shed some light on Conjecture 3.15 for the case of Shimura curves and their Atkin-Lehner
quotients, being the results in [Sko05] together with this work a starting point.
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1984-1985, Progress in Math., vol. 63, Birkhäuser, 1986, pp. 51–66.
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