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TC10 / Problems 31‐45   
S. Xambó 

31  (First  order  ReedെMuller  codes).  Let   ௠ܮ be  the  vector  space  of 
polynomials of degree ൑ 1  in ݉  indeterminates and with coefficients  in 
 .ܨ Thus  the  elements  of   ௠ܮ are  expressions  ܽ଴ ൅ ܽଵ ଵܺ ൅ ڮ ൅ ܽ௠ܺ௠, 
where  ଵܺ, … , ܺ௠  are  indeterminates  and  ܽ଴, ܽଵ, … , ܽ௠  are  arbitrary 
elements of ܨ. So 1, ଵܺ, … , ܺ௠ is a basis of ܮ௠ over ܨ and,  in particular, 
the dimension of ܮ௠ is ݉ ൅ 1. 
Let ݊ be an integer such that ݍ௠ିଵ ൏ ݊ ൑  ௠ and pick distinct vectorsݍ

ܠ ൌ ࢞ଵ, … , ࢞௡ א   .௠ܨ

Show that: 

1) The linear map 
:ߝ ௠ܮ ՜ ሺ݂ሻߝ  ,௡ܨ ൌ ൫݂ሺ࢞ଵሻ, … , ݂ሺ࢞௡ሻ൯ 

       is injective. 

2) The image of ߝ is a linear code of type ሾ݊, ݉ ൅ 1, ݊ െ   .௠ିଵሿݍ
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Such codes are called (first order) Reed– Muller codes and will be denoted 
ଵܯܴ

݊ ሺ݉ሻ. In the caseܠ ൌ ଵܯܴ ௠, instead ofݍ
 ሺ݉ሻ we will simply writeܠ

 ଵሺ݉ሻ and we will say that this is a full Reed–Muller code. Thusܯܴ
ଵሺ݉ሻܯ ׽ ሾݍ௠, ݉ ൅ 1, ݍ௠ିଵሺݍ െ 1ሻሿ. 

32. Let ܥ be the binary code generated by the matrix 

    ܩ ൌ ൮

1
0
0
0

  

0
1
0
0

  

0
0
1
0

  

0
0
0
1

  

1
1
0
0

  

0
0
1
1

  

1
1
1
1

൲. 

Construct a table of syndrome‐leaders and use it to decode  

  110101101101110111000. 
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33. Let ܥ be the binary code generated by the matrix 

    ܩ ൌ

ۉ

ۈ
ۇ

1
0
0
0
0

  

0
1
0
0
0

  

0
0
1
0
0

  

0
0
0
1
0

  

0
0
0
0
1

  

0
0
1
1
1

  

0
1
0
1
1

  

0
1
1
0
1

  

1
0
0
0
0

  

1
0
0
0
ی0

ۋ
ۊ
. 

Prove  that  for  any  ݕ א  ଵ଴ܤ there  is  a  unique  vector  ݔ א  ܥ such  that 
݄݀ሺݕ,  .ሻ is minimumݔ

34. Show that for binary linear codes of length ݊, and a binary symmetric 
channel with a probability ݌ of a bit error, 

a)  the  probability  of  a  correct  decoding  with  the  syndrome‐leader 
decoder is 

    ௖ܲ ൌ ∑ ቀ
݊
݆ ቁ௧

௝ୀ଴ ௝ሺ1݌ െ ሻ௡ି௝݌ ൅ ∑ ௝ߙ
௡
௝ୀ௧ାଵ ௝ሺ1݌ െ  ,ሻ௡ି௝݌
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where ߙ௝ is the number of leaders of weight ݆. Deduce that the dominant 

term (assuming ݌ small) of the probability of a decoding error is  

     ቆቀ
݊
݆ ቁ െ ௧ାଵቇߙ  .௧ାଵ݌

b) Prove that the probability of an idetectable error is  

  ∑ ௝ܣ
௡
௝ୀௗ ௝ሺ1݌ െ   ,ሻ௡ି௝݌

where ܣ௝ is the number of code vectors of weight ݆. 
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35. Let ܪ be the control matrix of a binary  linear code and ܧ a  leader’s 
table.  

a) Consider the following incremental decoding algorithm: 

1. Set ݆ ൌ 1. 
2. Let ݓ ൌ      ሻ|, the weight of the leader class of the syndrome்ܪݕሺܧ|
 .்ܪݕ   

3. If ݓ ൌ 0, return ݕ. 
4. Otherwise,  if  the  weight  of  the  class  leader  of  the  syndrome    
   ൫ݕ ൅ is ൏ ்ܪ௝൯ߝ ݕ set ,ݓ ൌ ݕ ൅ ݆ ,௝ߝ ൌ ݆ ൅ 1.  

5. If ݆ ൌ ݊, stop, else, go to 2. 

Show  that  this  decoder  coincides  with  the  syndrome‐leader  decoder 
corresponding to the table ܧ. 

b) Generalize  the  incremental decoding algorithm  for  linear  codes over 
any finite field. 
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36. Let ܽ ൌ ∑ ௝ܽݐ௝ଶଷ
௝ୀ଴  and  തܽ ൌ ∑ തܽ௝ݐ௝ଶସ

௝ୀ଴  be  the weight enumerators of 

the binary Golay code ܥ and of its parity completion ܥҧ. 

1. Prove that  ௝ܽ ൌ ܽଶଷି௝, ݆ ൌ 0, … ,23, and that  തܽ௝ ൌ തܽଶସି௝, ݆ ൌ 0, … ,24.  

2. Using 1, show that the minimum distance of ܥҧ  is 8, and using that ܥҧ 
has only even‐weight vectors, obtain that  തܽ has the form 

    തܽ ൌ 1 ൅ ത଼଼ܽݐ ൅ തܽଵ଴ݐଵ଴ ൅ തܽଵଶݐଵଶ ൅ തܽଵ଴ݐଵସ ൅ ത଼ܽݐଵ଺ ൅  .ଶସݐ

3. Use now the MacWilliams identities to show that 

    ത଼ܽ ൌ 759,   തܽଵ଴ ൌ 0,   തܽଵଶ ൌ 2576. 

4. Establish that 

    ܽ଻ ൅ ଼ܽ ൌ ത଼ܽ,  ܽଽ ൌ ܽଵ଴ ൌ 0  i  ܽଵଵ ൌ ܽଵଶ ൌ തܽଵଶ/2 . 

5. Prove that  

    ܽ଻ ൌ 253  and  ଼ܽ ൌ 506 , 
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so that  

  ܽ ൌ 1 ൅ ଻ݐ253 ൅ ଼ݐ506 ൅ ଵଵݐ1228 ൅ ଵଶݐ1288 ൅ ଵହݐ506 ൅ ଵ଺ݐ253 ൅   ଶଷݐ

[Calculate ܽ଻ directly, observing that  for each word of weight 4 there  is 
exactly a code word of weight 7 containing it] 

 

37.  A   ary‐ݍ erasure  channel  is  a   ary‐ݍ channel  for which  some  of  the 
received vector components can be the symbol ?,  in which case we say 
that we have an erasure  in  the  corresponding position.  If we use, with 
this  channel,  a  linear  code  ܥ ׽ ሾ݊, ݇, ݀ሿ௤,  prove  that  it  is  possible  to 

correct ݁ errors and ݂ erasures if and only if 2݁ ൅ ݂ ൑ ݀ െ 1. 

 

38.  Prove  that  ߮ሺ݊ሻ  is  even  for  all  ݊ ൐ 2  and  find  the  sets  ሼ݊ א
Ժା|߮ሺ݊ሻ ൌ ݉ሽ for ݉ ൌ 1,2,4. 
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39. The four groups Ժହ
כ , Ժ଼

כ , Ժଵ଴
כ  and Ժଵଶ

כ  have order 4. Determine which 
are  cyclic  and which  are  isomorphic  to  the  Klein  group  (the  only  two 
possibilities for groups of order 4). 

 

40. Prove that the values of ݊ for which |Ժ௡
כ | ൌ 6 are 7, 9, 14 and 18. As 

any  group  of  order  6  is  cyclic,  the  groups  Ժ଻
כ ,  Ժଽ

כ ,  Ժଵସ
כ   and  Ժଵ଼

כ   are 
isomorphic.    Find  an  isomorphism  between  Ժ଻

כ   and  each  of  the  other 
three groups. 

 

41. Prove that the values of ݊ for which |Ժ௡
כ | ൌ 8 are 15, 16, 20, 24 and 

30. Prove that Ժଶସ
כ  is isomorphic to Ժଶ

ଷ and that the other four groups are 
isomorphic to Ժଶ ൈ Ժସ. Find and isomorphism between Ժଵହ

כ  and Ժଵ଺
כ . 
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42. For each ݇ ൌ 1,2,3, …  let ݌௞ be the ݇‐th prime number and set 
  ௞ܰ ൌ ሺ݌ଵ െ 1ሻሺ݌ଶ െ 1ሻ ڮ ሺ݌௞ െ 1ሻ  and   ௞ܲ ൌ ଶ݌ଵ݌ ڮ  .௞݌

Prove that the minimum of ߮ሺ݊ሻ/݊  on the  interval ሺ ௞ܲሻ. . ሺ ௞ܲାଵ െ 1ሻ  is 
௞ܰ/ ௞ܲ.  Deduce  from  this  that  in  the  interval  2. . ሺ2 ൈ 10ଵଵሻ  we  have 

߮ሺ݊ሻ/݊ ൐ 0.1579. On the other hand, prove that lim inf୬՜ஶ
ఝሺ௡ሻ

௡
ൌ 0.   

43. a) Let ܨ be a finite field and ܭ a subfield. Set ݍ ൌ  be the ݎ and let |ܭ|
positive  integer such that |ܨ| ൌ ݂ ௥. Letݍ א  ሾܺሿ be a monicܭ irreducible 
polynomial of degree ݎ and ߚ א ሻߚsuch that ݂ሺ ܨ ൌ 0. Prove that there 
exisits a unique ܭ‐isomorphism ܭሾܺሿ/ሺ݂ሻ ؄ ݔ such that ܨ հ  ݔ where ,ߚ
is the class of ܺ mod ݂. 

b)  The  polynomials  ݂ ൌ ܺଷ ൅ ܺ ൅ 1  and  ݃ ൌ ܺଷ ൅ ܺଶ ൅ 1  are 
irreductible  over  Ժଶ.  Find  all  isomorphisms  between  Ժଶሾܺሿ/ሺ݂ሻ  and 
Ժଶሾܺሿ/ሺ݃ሻ. 
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44. Let ܭ be a finite field, ߙ, ߚ א ݎ ,௥ܭ ൌ ordሺߙሻ, ݏ ൌ ordሺߚሻ. Let  

    ݐ ൌ ord ሺߚߙሻ,  ݀ ൌ mcdሺݎ, ݉  ,ሻݏ ൌ mcmሺݎ, ሻ,  ݉ᇱݏ ൌ ݉/݀. 

Prove that ݉ᇱ|ݐ and ݐ|݉. Thus ordሺߚߙሻ ൌ ݀ if ݏݎ ൌ 1. Find examples for 
which ݀ ൐ 1 and ݐ ൌ ݉Ԣ (respectively ݐ ൌ ݉). 

 

45.  Gauss  algorithm  to  find  a  primitive  element   ߙ of  a  field   ܭ of   ݍ
elements:  

1. Let ܽ be a non‐zero element of ܭ and ݎ ൌ ordሺܽሻ.  If ݎ ൌ ݍ െ 1,  it  is 
enough to put ߙ ൌ ܽ. Thus we may assume that  ݎ ൏ ݍ െ 1.  

2.  Let  ܾ  be  and  element  such  that  ܾ ב ሼ1, ܽ, … , ܽ௥ିଵሽ  (this  can  be 
achieved by  selecting and element ݔ of ܭ at  random and  finding ݔ௥;  if 
௥ݔ ് 1,  then ݔ ב ሼ1, ܽ, … , ܽ௥ିଵሽ, and we can  take ܾ ൌ  otherwise we ;ݔ
try with another ݔ). 



11 
 

3. Let ݏ be the order of ܾ. If ݉ ൌ ݍ െ 1, we can set ߙ ൌ ܾ. Otherwise we 
have ݏ ൏ ݍ െ 1. In this case, calculate positive  integers ݀ and ݁, starting 
with  ݀ ൌ ݁ ൌ 1,  in  the  following way:  examine  successively  the  prime 
divisors ݌ of ݎ and ݏ and set, if ݉ is the minimum of the exponents of ݌ in 
݀ ,ݏ and ݎ ؔ  ௠݌݀ if ݉  is reached for ݎ (in this case ݌ appears  in ݏ with  
exponent at  least ݉) and ݁ ؔ  ௠݌݁ if ݉  is  reached  for ݏ  (in  this case ݌ 
appears i ݎ with exponent higher than ݉). 

4. Substitute ܽ by ܽௗܾ௦ and reset ݎ ൌ ordሺܽሻ.  if ݎ ൌ ݍ െ 1, we can take 
ߙ ൌ ܽ. Otherwise we go back to step 2.  

Prove that this algorithm ends in a finite number of steps (show that the  

ordre of ܽௗܾ௦ in step 4 is mcmሺݎ, ,ݎሻ and that mcmሺݏ ሻݏ ൐ maxሺݎ,  .ሻݏ


