
 
 
 

TC10 / Problems 16‐30   
S. Xambó 

16. In maximum likelihood decoding (MLD) of a code ܥ, the received vector 
 ݕ is decoded  into the vector ݔ א  assuming that) ܥ it  is unique) that max‐
imizes the probability ܲሺݔ|ݕሻ of receiving ݕ when ݔ is sent.  

In minimum error decoding (MED), ݕ is decoded into the vector ݔ א ‐as) ܥ
suming that  it  is unique) that maximizes the probability ܲሺݕ|ݔሻ of having 
sent ݔ when ݕ is received.  

Prove that in a symmetric ݍ‐ary channel with probability error per symbol 
݌ assuming) ݌ ൑ ሺݍ െ 1ሻ/ݍ, or ݌ ൑ 1/2  in the binary case): 

a) ܲሺݔ|ݕሻ ൌ ሺ1 െ ሻ௡ି௦݌ ቀ ௣
௤ିଵ

ቁ
௦
, where ݏ ൌ ݄݀ሺݕ,   .ሻݔ

b) Use this formula to deduce that MLD is equivalent to minimum distance 
decoding (MDD). 



 
 
 

c) ܲሺݕ|ݔሻ ൌ ܲሺݔ|ݕሻ ௉ሺ௫ሻ
௉ሺ௬ሻ

 and so MED of a received vector ݕ is equivalent to 

maximizing  ܲሺݔ|ݕሻܲሺݔሻ ൌ ሺ1 െ ሻ௡ି௦݌ ቀ ௣
௤ିଵ

ቁ
௦

ܲሺݔሻ.  In  particular  we  see 

that  if  the code vectors are equiprobable,  then MED coincides with MLD 
(and with MDD). 

 

17. If we use a code [23,12,7] on a binary symmetric channel with a proba‐
bility ݌ of error per bit, what is the probability ݌Ԣ of a decoding error in the 
MDD?  Use the expression of ݌Ԣ to find an upper bound for the probability 
  .ҧ of a bit error after decoding݌

18. Let ݌ଵ ൏ ଶ݌ ൏ ڮ ൏  ௡ be relatively prime݌ integers. Encode  integers ݑ 
such that 0 ൑ ݑ ൏ ଵ݌ ڮ ݇ ௞, for a given positive integer݌ ൑ ݊, as 

    ݂ሺݑሻ ൌ ሺݑ mod ݌ଵ, … ,  .௡ሻ݌ mod ݑ

Show that |݂ሺݑሻ| ൒ ݊ െ ݇ ൅ 1 for any ݑ, with equality holding for some ݑ. 



 
 
 

Linear codes  

19. The matrix 

    ൮

1
1
1
0

   

0
1
0
1

   

0
0
1
1

   

0
0
0
1

   

1
0
0
0

   

ܽ
ܾ
ܿ
݀

൲ 

is the control matrix of a binary code ܥ. 

a) List the vectors of ܥ in the case ܽ ൌ ܾ ൌ ܿ ൌ ݀ ൌ 1. 

b) Prove that it is possible to choose ܽ, ܾ, ܿ, ݀ in such a way that ܥ can cor‐
rect 1 error and detect 2 errors. Are there values for ܽ, ܾ, ܿ, ݀ such that ܥ 
corrects 2 errors? 

20. Let ܩଵ and ܩଶ be generating matrices of linear codes of type ሾ݊ଵ, ݇, ݀ଵሿ 

and  ሾ݊ଶ, ݇, ݀ଶሿ,  respectively.  Show  that  the matrices ܩଷ ൌ ൬ܩଵ
0   0

ଶܩ
൰    and  



 
 
 

ସܩ ൌ ሺܩଵ|ܩଶሻ  generate  liner  codes  of  types  ሾ݊ଵ ൅ ݊ଶ, 2݇, ݀ଷሿ  and 
ሾ݊ଵ ൅ ݊ଶ, ݇, ݀ସሿ with ݀ଷ ൌ minሺ݀ଵ, ݀ଶሻ and ݀ସ ൒ ݀ଵ ൅ ݀ଶ. 

21.  Let ݊ ൌ  and ݎ where ,ݏݎ  .are positive ݏ Let ܥ be  the binary  code of 
length ݊ formed by the words ݔ ൌ ଶݔଵݔ ڮ ݏ ௡ such that in theݔ ൈ  matrix ݎ

    ൮

ଵݔ
௥ାଵݔ

ڭ
ሺ௦ିଵሻ௥ାଵݔ

   

ڮ
ڮ

ڮ
   

௥ݔ
ଶ௥ݔ

ڭ
௦௥ݔ

൲ 

the sum of the elements of each column and of each row is 0. 

a) Check that ܥ is a linear code and find its dimension and its minimum dis‐
tance. 

b) Propose a decoding scheme that exploits its matrix presentation.  

c) Find a generating matrix and a control matrix of the code ܥ in the case 
ݎ ൌ 3 and ݏ ൌ 4.  



 
 
 

22. Prove that the dual of an MDS linear code is an MDS code.  

23 [van Lint, problem 3.8.5] Let ܥ be a ॲ௤‐linear code ሾ݊, ݇ሿ and ܩ a gene‐

rating matrix. Assume that no column of ܩ  is  identically 0. Prove that the 

sum of the weights of the vectors of ܥ is ݊ሺݍ െ 1ሻݍ௞ିଵ. 

24. Suppose that ܪ is a check matrix of a linear code ܥ and set ݀ ൌ ݀஼ . Let 
ሺݔ|ݔᇱሻ א  ܥ and  assume  |Ԣݔ| ൏ ݀.  Describe  a  procedure  that  yields   Ԣݔ in 
terms of ݔ and ܪ. 

[This  problem  shows  that  it  is  possible  to  recover   ݏ erasures  in  a  codeword  if 
ݏ ൏ ݀. This fact is the basis of some applications, including one that makes possi‐
ble  to  reconstruct  the  information  stored  in  an  array of ݊ memory discs when 
some of them fail. One possibility is to code the information by means of a code ܥ 
of  length ݊  and  store  the  successive  components ݔଵ, … , ݔ ௡ ofݔ א  ܥ in ݊ discs 
,ଵܦ … ,  ௡ܦ  ௜ݔ) is  stored  in ܦ௜).  If ݀ ൌ ݀஼,  then  it  is possible  to  recover  from  the 
failure of ݏ discs if ݏ ൏ ݀. Schemes of this sort are known as RAIDs, from Redun‐
dant Arrays of Inexpensive Disks]. 



 
 
 

25 (A construction of the complete binary Golay 
code).  Let  ܴ א  ሻܤଵଶሺܯ be  the  non‐incidence 
matrix  of  a  regular  icosahedron  (numbering  its 
vertices  from 1  to 12, as  in  the  figure,  the ele‐
ment ܴ௜௝ is 0 if the vertices ݅ and ݆ are joined by 
an edge, and 1 otherwise).  

a) Calculate ܴ explicitly. 

b) Check that ܴଶ ൌ  ଵଶ, or proveܫ it on the basis 
of the definition of ܴ.  

c) The matrices ܩ ൌ ሺܫଵଶ|ܴሻ and  ܪ  ൌ ሺܴ|ܫଵଶሻ satisfy the relation ்ܪܩ ൌ
0. Since ܪ ൌ ሺܴ|ܫଵଶሻ ൌ ܴሺܫଵଶ|ܴሻ, the code ܥ ൌ ۄܩۃ ൌ   .is self‐dual ۄܪۃ

d) That ܥ is self‐dual implies that all the elements of ܥ have even weight. 
Prove that in fact the weight of all elements of ܥ is ൒ 4.  



 
 
 

e) Using  (c),  show  that  if  ሺݕ|ݔሻ א ,ݔ ,ܥ ݕ א  ,ଵଶܤ then  ሺݔ|ݕሻ א ‐and de ,ܥ
duce  from this that the weight of every element of ܥ  is ൒ 8. Finally note 
that ܥ ׽ ሾ24,12,8ሿ. 
 

26. If ܨ is a finite field of ݍ elements, ݊ ൌ ݍ െ 1 and ሼߙଵ, … , ௡ሽߙ ൌ  the) כܨ
set of non‐zero elements of ܨ), we write ܴܵிሺ݇ሻ  instead of ܴܵఈభ,…,ఈ೙ሺ݇ሻ, 
and we say that  it  is the ReedെSolomon of dimension ݇ of the field ܨ.  In 
this case the elements ݄௜ and the control matrix ܪ take a particular simple 
form: prove that  

    ݄௜ ൌ ܪ  ௜  andߙ ൌ ଵܸ,௡ି௞ሺߙଵ, … ,   ,௡ሻߙ

   where  ଵܸ,௡ି௞ሺߙଵ, … , ௡ሻߙ ൌ ൫ߙ௜
௝൯ଵஸ௜ஸ௡ି௞

ଵஸ௝ஸ௡
 .  

27. Let ߩ be a real number such that 0 ൏ ߩ ൏ 1 and ݐ a positive  integer. 
Let ܨ be an arbitrary finite field and ݍ ൌ   .|ܨ|



 
 
 

a) Show that if the rate of ܥ ൌ ܴܵிሺ݇ሻ is ൐  errors, then ݐ corrects ܥ and ߩ
ݍ ൒ 1 ൅ ଶ௧

ଵିఘ
. 

What is the minimum ݍ required for a ܴܵ code with rate 3/5 (at least) and 
which corrects 7 errors? What are the possible parameters for such codes?  

b) If we fix ݍ and we need a rate ൒ ‐what is the maximum number of er ,ߩ

rors that we can correct? (Answer: ݐ ൑ ቔሺଵିఘሻሺ௤ିଵሻ
ଶ

ቕ ). 

How many errors can we correct if ݍ ൌ 256 and the desired rate is 3/4? 

c) If we fix ݍ and ݐ, prove that ߩ ൑ 1 െ ଶ௧
௤ିଵ

.  

What is the maximum rate that is possible if ݍ ൌ 256 and we want to cor‐
rect at least 10 errors? 

 

 



 
 
 

28. Shortened codes 

Given a linear code ܥ ؿ  ௡, letܨ

    ܵ௡ܥ ൌ ሼݔᇱ א ,ᇱݔ௡ିଵ|ሺܨ 0ሻ א  .ሽܥ

This  is a  linear  code of  length ݊ െ 1  called  the  shortening ܥ by  the ݊‐th 
coordinate  (the notion of shortening by  the  ݆‐th coordinate,  ௝ܵܥ, or by a 
set  ܬ ൌ ሼ݆ଵ, … , ݆௟ሽ  of  coordinates,  ௃ܵܥ,  are  defined  in  a  similar  way).  If 

ܥ ׽ ሾ݊, ݇, ݀ሿ,  

(a)  Prove  that  ܵ௡ܥ ׽ ሾ݊ െ 1, ݇ᇱ, ݀Ԣሿ,  with  ݇ െ 1 ൑ ݇ᇱ ൑ ݇  and  ݀ᇱ ൒ ݀. 
More generally,  ௃ܵܥ ׽ ሾ݊ െ ݈, ,כ݇ ݇ ሿ, withכ݀ െ ݈ ൑ כ݇ ൑ ݇ and ݀כ ൒ ݀.  

(b) If ܥ is MDS, use (a) and the Singleton inequality to show the codes ob‐
tained  by  shortening   ܥ are MDS  (or,  equivalently,  that  כ݇ ൌ ݊ െ ݈  and 
כ݀ ൌ ݀). 

(c)  If  ܥ ൌ ܴܵఈభ,…,ఈ೙ሺ݇ሻ,  prove  that  ܵ௡ܥ  is  scalarly  equivalent  to 

ܴܵఈభ,…,ఈ೙షభሺ݇ െ 1ሻ.  



 
 
 

(d) In part (a) we have ݇ᇱ ൌ ݇ െ 1 if and only if not all code‐vectors satisfy 
௡ݔ ൌ 0, and ݇כ ൌ ݇ െ ݈  if and only  if ܥ  is  systematic with  respect  to  the 
positions ݆ଵ, … , ݆௟. 

29. Decoding of ܥ ൌ ܴܵఈభ,…,ఈ೙ሺ݇ሻ by interpolating polynomials 

Let ݔ ൌ ሺݔଵ, … , ௡ሻݔ ൌ ൫݂ሺߙଵሻ, … , ݂ሺߙ௡ሻ൯ א ݂ ,ܥ א ‐ሾܺሿ௞, be the sent vecܨ

tor. Let ݕ ൌ ݔ ൅ ݁ be the received vector (we say ݁ is the error vector). Let 
ݐ ൌ ሺ݀ہ െ 1ሻ/2ۂ ൌ ሺ݊ہ െ ݇ሻ/2ۂ (note that the condition |݁| ൑  ݐ is equiva‐
lent to |݁| ൏ ݀/2). 

(a) Show  that  there  are  non‐zero  polynomials  ܲሺܺሻ, ܳሺܺሻ א  ሾܺሿܨ such 
that deg ܲሺܺሻ ൑ ݊ െ ݐ െ 1, deg ܳሺܺሻ ൑ ݊ െ ݐ െ ݇, and satisfying 

   ܲሺߙ௜ሻ ൅ ௜ሻߙ௜ܳሺݕ ൌ 0 for ݅ ൌ 1, … , ݊. 

[this  condition  is  equivalent  to  ݊  homogeneous  linear  equations  in  the 
coefficients of ܲ and ܳ, and the number of these coefficients is  

    ݊ െ ݐ ൅ ݊ െ ݐ െ ݇ ൅ 1 ൌ ݊ ൅ 1 ൅ ݊ െ ݇ െ ݐ2 ൒ ݊ ൅ 1].  



 
 
 

(b) Prove that if |݁| ൑ then ݂ሺܺሻ ݐ ൌ െܲሺܺሻ/ܳሺܺሻ. 

(c) Use (a) and (b) to describe and algorithm to decode ܥ. 

 

30. Find a check matrix of Ham଻ሺ2ሻ, the Hamming code over ॲ଻ of codi‐
mension 2, and use it to decode the message 

    3523410610521360. 

 


