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Abstract. We present two ways of regularizing a one parameter family of piece-wise smooth dynamical
systems undergoing a codimension one grazing-sliding global bifurcation of periodic orbits. First we use

the Sotomayor-Teixeira regularization and prove that the regularized family has a saddle-node bifurcation

of periodic orbits. Then we perform a hysteretic regularization and show that the regularized family has
chaotic dynamics. Our result shows that, in spite that the two regularizations will give the same dynamics

in the sliding modes, when a tangency appears the hysteretic process generates chaotic dynamics.
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1. Introduction

Discontinuous dynamical systems model many phenomena in control theory, in mechanical friction and
impacts, in hysteresis in electrical circuits and plasticity, etc. In these systems the phase space is divided
into several regions where the system takes different forms. Vector fields with jump discontinuities at the
edges of these regions -the switching manifolds- are usually named Filippov Systems. See [8] for a deep
overview.

One major example of Filippov systems is the so called sliding mode control (SMC) (see [24]). Roughly
speaking a SMC is an application of a discontinuous control signal u that forces the solutions to reach
the switching surface in finite time, and “slide” on it with a prescribed convenient flow. Obviously this
procedure cannot be continuous as the switching manifold won’t be, in general, an invariant manifold
of any differentiable system. For instance, this designed control can produce “chattering” around the
switching manifold.

Then two main questions arise: How to define a solution on the switching manifold and how to
regularize the discontinuous system. That is, how to unfold the Filippov system in a parametric family
of smooth vector fields, in such a manner that their (singular) limit be consistent with the prescribed
switching dynamics.

It is well known and largely discussed that there is not a“canonical” way of defining the dynamics on
the switching manifolds [24, 11, 3], but the most commonly used formalism to define a flow on the switch
derived from the fields outside the edges is due to Filippov [9] and its application to control by Utkin
[24].

They essentially approximate chattering to-and-fro across a discontinuity by a steady flow precisely
along the discontinuity. Whereas Filippov sliding dynamics convention describes a linear combination of
vector fields at the edges, Utkin equivalent control describes a function depending of the control. The
two methods are derived from different regularizations of the piece-wise systems in a neighborhood of
the sliding regions of the switching manifold. While Filippov procedure can be seen as a limiting process
of oscillations created by hysteresis or delay [1, 2] Utkin justifies his definition of equivalent control by
filtering and averaging the oscillations around the sliding modes [24]. The two approaches coincide in
case of linear dependence on the control, but not otherwise. See [14, 11, 24, 4, 3].

One of the most used differentiable regularization of a piecewise smooth dynamical systems is the so
called regularization of Sotomayor-Teixeira [22]. The piecewise smooth system is approximated in a thin
boundary layer around the switch by a one parameter family of differentiable flows. It is well known that
near any compact sliding region of the switching manifold there exists a differentiable normally hyperbolic
invariant manifold of the regularized family and the flow inside this manifold is close to the sliding Filippov
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flow in the switch [16, 15]. But the Sotomayor-Teixeira is not the only possible regularization of a Filippov
system. In fact, the justification of Filippov convention also is based on hysteresis. In [4] it is proved that
the regularization by hysteresis in sliding compact regions of the switch also gives the Filippov’s solutions
in the limit.

In conclusion, both regularizations, the Sotomayor-Teixeira and the hysteretic one, give the Filippov
flow as a limit in compact sliding regions of the switching manifold. In this paper we will prove that this
is not the case when the hyperbolicity is lost, as happens, for instance, at grazing bifurcations.

In [5] the Sotomayor-Teixeira regularization of a general visible fold singularity (also called visible
tangency point) of a planar Filippov system was studied. Extending Geometric Fenichel Theory the
deviation of the orbits of the regularized system from the orbits of the Filippov one were determined.
This result was used to understand the global dynamics of a regularized family of Filippov vector field
having some global bifurcations, like the grazing-sliding of periodic orbits or the Sliding Homoclinic to
a Saddle. Both bifurcations involve a tangency between the periodic (or homoclinic) orbit of one of
the adjacent vector fields with the discontinuity manifold. Therefore, although we are studying a global
phenomenon, its behavior relies on the local behavior of the regularized Filippov System near a so-called
visible tangency point.

In case of the grazing-sliding bifurcation, if the periodic orbit is repelling, it was shown that the
regularized family also has a bifurcation of periodic orbits. As the parameter crosses the bifurcation
value, the system passes from having two periodic orbits to none. We presented numerical and heuristic
evidences of the bifurcation value and that it was of saddle node type. We also indicated how to prove it
rigorously through the convexity of a certain Poincaré map, but we leaved the detailed proof to a future
work (See Remark 2 in [5]).

The goal of this paper is twofold: On the one hand we give a rigorous proof of the saddle-node character
of the bifurcation appearing in the Sotomayor-Teixeira regularization of the grazing-sliding bifurcation.
On the other hand, and completing the results in [4], we explore which is the effect of a hysteretic
regularization in the grazing-sliding bifurcation and we show that it gives rise to very different behavior.

Despite that in the sliding regions, the regularization by hysteresis also tends to the Filippov flow,
we will see that, near the fold point, this regularization produces chaotic behavior of spiral type. As a
consequence, in the grazing-sliding bifurcation thus regularized, does not appear one attracting periodic
orbit (and the corresponding unstable), but an annulus with chaotic behavior instead. In particular, this
set contains infinitely unstable periodic orbits and also dense orbits. This kind of “noisy” behavior is also
present in many chaotic circuits, like Chua and Alpazur circuits [21, 6, 13, 18]. We believe that this work
contributes to explain the cause of the appearance of vibrations in sliding mode control systems.[18]

This paper follows the notation and results of [5, 4]. In Section 2 we prove that the Sotomayor-Teixeira
regularization of a family of Filippov systems undergoing a grazing-sliding bifurcation is a saddle-node
bifurcation. This is achieved by searching the bifurcation value near the intersection of the vault of the
periodic orbit with the Fenichel solution of the regularized system. Using normal forms developed in [5]
we can bound the parameters where the bifurcation would be. For these parameters a Poincaré map can
be defined, and finally proved a convexity property. Moreover, we provide an asymptotic expression for
the bifurcation value and the semi-stable periodic orbit at this value. As often occurs in fold singularities,
at last, all relies on the study of a Riccati equation.

In Section 3, we regularize the grazing-sliding bifurcation by hysteresis as is defined in [4]. Also
a Poincaré map can be defined, but now this map has discontinuities. Actually the map looks like an
overlapping Lorenz map on the interval, a class of maps which are widely studied its chaotic and stochastic
features [12, 10]. Then the dynamics of this map is analyzed. For values of the parameter less than the
bifurcation value, the size of the points that goes to zero as the number of the iterates of the map goes
to infinite is the total size of the interval. That is, the attractor between the periodic unstable orbits,
attracts all, except a measure zero set. But at the bifurcation value, it appears a chaotic map, exactly the
Baker-like map of [17, 19], which has infinite discontinuity branches. After this value, the discontinuities
are already in finite number and are disappearing, but the chaotic character remains. Even with a single
discontinuity, a case that we prove with the usual methods of finding a horseshoe pair of subintervals [10]

Section 4 is devoted to the more technical proofs of the results needed in the two precedent parts.
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In the course of writing the present paper, the work [14] has appeared, where the author considers a
different regularization given by an analytic function and proves the existence of a saddle-node bifurcation.
There is no way to use his results in the problem studied in this paper. The author excludes from his
study the Sotomayor-Teixeira regularization using instead a regularization with flat behavior at infinity,
which modifies the original vector fields throughout the whole domain, while the Sotomayor-Teixeira
regularization only modifies them in a small environment of the switching manifold.

Nor can it be argued that one regularization is more natural than the other. While flat at infinity
functions are widely used in numerical simulations, it is also a fact that in sliding mode control theory,
the fields outside the switching surface remain unchanged, and the control variable is confined to a finite
range. Anyway, one can combine both results to conclude that the saddle node character is maintained
for a large family of regularizations, but not for the hysteretic one.

2. The Sotomayor-Teixeira regularization of the grazing-sliding bifurcation

To settle properly the problem we follow closely [5] and its basic notation, that is:
We consider a Filippov system in R2:

(1) Z(x, y) =

{
X+(x, y), (x, y) ∈ V+

X−(x, y), (x, y) ∈ V−,

where: V+ = {(x, y) ∈ V, y > 0}, V− = {(x, y) ∈ V, y < 0}, where V is an open set containing the
origin, with a switching manifold given by:

Σ = {(x, y) ∈ V, y = 0}.
We assume that the vector fields X+ and X− have an extension to a neighborhood of Σ, at least, C2.
We denote their flows by ϕX+ and ϕX− respectively.

We assume that the vector field X− is transverse to Σ and that X+ has a generic fold in Σ, that is:

(2) X+(0, 0) = (X+
1 (0, 0), 0), X+

1 (0, 0) ̸= 0,
∂X+

2

∂x (0, 0) ̸= 0
X−(0, 0) = (X−

1 (0, 0), X−
2 (0, 0)), X−

2 (0, 0) ̸= 0.

Without loss of generality we can assume that the fold point is at (0, 0).
We will consider the case where:

(3) X−
2 (0, 0) > 0, and X+

2 (x, 0) < 0 for x < 0, X+
2 (x, 0) > 0 for x > 0.

These conditions ensure that (0, 0) is a generic visible fold-regular point. As X+
1 (0, 0) ̸= 0, we will deal

with the case

(4) X+
1 (0, 0) > 0,

which implies that X+ goes “to the right”.

Moreover, by Prop. 14 in [5], we know that, after a smooth change of variables, we can assume that
Z = (X+, X−) has the form:

(5) X+(x, y) =

(
1 + f1(x, y)
2x+ by + f2(x, y)

)
where fi(x, y) = Oi(x, y) and f2(x, 0) = 0, and

(6) X−(x, y) =

(
0
1

)
.

As in this paper we will work with the Sotomayor-Teixeira regularization Zε of the vector field Z in
(1), let us recall here its definition:

(7) Zε(x, y) =
X+(x, y) +X−(x, y)

2
+ φ(

y

ε
)
X+(x, y)−X−(x, y)

2
,

where φ is any increasing smooth Cp−1 function with:

φ(v) = −1, for v ≤ −1, φ(v) = 1, for v ≥ 1.
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Figure 1. On the left, the relative position of the repelling periodic orbit Γµ of X+
µ for

different values of µ. On the right the bifurcation of periodic orbits of the regularized
vector field Zµ,ε

During this paper we will consider the case p = 2 and therefore we consider C1 regularizing functions.
The case p > 2 can be done analogously following [5]. The study for general non monotone regularizing
functions needs a different approach because the Fenichel manifold can have fold points and produce new
sliding regions (see [20]), and is out of the scope of this paper.

We introduce

(8) Vε = {(x, y) ∈ V, |y| ≤ ε},
the regularizing strip. Is clear that outside Vε, Zε = Z.

2.1. Previous results. The purpose of this section is to study how the Sotomayor-Teixeira regular-
izations affects a family of Filippov vector fields having a grazing-sliding bifurcation of periodic orbits.
That is, we consider a family Zµ of Filippov planar systems undergoing a grazing-sliding bifurcation of a
hyperbolic attracting or repelling periodic orbit Γµ ⊂ V of the vector field X+

µ at µ = 0. Therefore the
case µ = 0 corresponds to the case that X0 has a periodic orbit Γ0 tangent to Σ.

Next theorem, which is Theorem 2.4 in [5], gives some preliminary results of how these bifurcations
behave in the corresponding regularized family Zµ,ε (see Figure 1).

Theorem 2.1 ([5]). Let Zµ, µ ∈ R be a family of non-smooth planar systems that undergoes a grazing-
sliding bifurcation of a hyperbolic periodic orbit Γµ of the vector field X+

µ at µ = 0. We assume that, for

µ > 0 the periodic orbit Γµ is entirely contained in V+, it becomes tangent to Σ for µ = 0 and intersects
both regions V± for µ < 0.

Consider the regularized family Zµ,ε.

• If Γµ is attracting, the regularized system has a periodic orbit Γµ,ε for any ε, µ small enough. No
bifurcation occurs in the regularized system.

• If Γµ is repelling, for any µ > 0 and 0 < ε < ε0(µ), the regularized system has a periodic orbit
Γµ,ε which co-exists with the periodic orbit Γµ contained in V+∩{(x, y), y > ε}. Moreover, there
exists a constant ∆ < 0 such that this result is also true for µ = µ̃ε, if µ̃ > −∆ > 0. For µ ≤ 0
small enough, the system has no periodic orbits near Γ0 if ε is small enough. Therefore the family
Zµ,ε undergoes a bifurcation of periodic orbits near µ = 0.

Remark 2.2. The constant ∆ which appears in Theorem 2.1 has an explicit formula in [5] that we don’t
reproduce here because it does not play any role in the sequel. What is important is that:

• ∆ > 0 if the periodic orbit Γ0 is attracting and ∆ < 0 when it is repelling.
• The value of µ = |∆|ε+O(ε2) corresponds to the case that the periodic orbit Γµ of X+

µ is tangent
to the line y = ε and, therefore, is still a periodic orbit of the regularized family Zµ,ε.

The proof of Theorem 2.1 needs to match the behavior of Zµ,ε inside Vε with the one of Zµ outside.
To this end, one considers several maps which give the dynamics near the periodic orbit Γµ.

The main difficulty is the study of the map

Qε : S−
ε → S+

ε
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where, given any y0, the sections are defined as:

(9) S−
y0

= {(x, y0) ∈ V, x ≤ 0}, S+
y0

= {(x, y0) ∈ V, x ≥ 0}, Sy0
= S−

y0
∪ S+

y0
,

and the map Qε is given by the orbits of the regularized vector field between the sections S−
ε and S+

ε .
The study of this map is performed in[5] by using Fenichel theory and rigorous asymptotic methods.

One obtains that there exists a solution, known as the Fenichel manifold, which attracts all the orbits in
a neighborhood of S−

ε . More concretely, the Fenichel manifold intersects S+
ε in a point

F = (ε
2
3 η0(0) +O(ε), ε)

and one can prove that the map Qε behaves as:

(10) Qε(x) = ε
2
3 η0(0) +O(ε), ∀x ∈ [−L,−ελ),

where 0 < λ < 2
3 and L > 0 is a constant independent of ε.

Actually, η0(u) is the solution of the Ricatti equation associated to the following system:

(11)
η̇ = 1

u̇ = 2η − φ′′(1)
4 u2.

satisfying

η(u)− φ′′(1)

8
u2 = O(

1

u
), u → −∞

For the purposes of this work we also need the next proposition, which is Proposition 2 in [5]. It
states that the flow of a Sotomayor-Teixeira regularized system Zε in Vε (see (8)) of a Filippov system
Z = (X+, X−) is strictly bounded by the flow of X+ in the regularization strip near a visible fold. More
concretely. Let P+

ε and Qε denote the Poincaré maps associated, respectively, with the flows of X+ and
Zε on Sε . Let be (xε, ε) the point where these vector fields have a tangency on Sε. Let [x̄, xε]×{ε} ⊂ S−

ε ,
for fixed x̄ but close to xε in order to guarantee the above maps are defined. Then we have:

Let [x̄, xε] × {ε} ⊂ S−
ε , for fixed x̄ but close to xε in order to guarantee the above maps are defined.

Then we have:

Proposition 2.3 ([5]). If ε > 0 is small enough then for any x ∈ [x̄, xε] one has that

Qε(x) < P+
ε (x).

2.2. The saddle node bifurcation. Observe that Theorem 2.1 establishes, in the unstable case, and
therefore when ∆ < 0, the existence of a bifurcation of periodic orbits for:

(12) 0 < µ ≤ −∆ε

and the value µ = |∆|ε+O(ε2) corresponds to the value where the periodic orbit Γµ of the upper vector
field X+

µ is tangent to the line Sε (see Remark 2.2) and therefore Γµ is still a periodic orbit of the vector
field Zµ,ε.

The purpose of this section is to prove next Theorem 2.4 which completes the results in Theorem 2.1
and states that there is only a bifurcation in this interval and this bifurcation is a saddle-node bifurcation
of periodic orbits.

Theorem 2.4. With the same hypothesis of Theorem 2.1, if Γ0 is repelling, the regularized vector field
Zµ,ε has only a bifurcation and it is a saddle node bifurcation of periodic orbits at:

(13) µ∗ = −∆ε+O(ε
4
3 )

In the rest of this section we give the proof of Theorem 2.4. In fact, we will provide a more detailed
result in Theorem 2.10, where we provide an asymptotic formula for the bifurcation value µ∗, see (23),(22).
To proof Theorem 2.4 we will construct the return map in a slightly different way as in [5]. It will be
crucial to improve the knowledge of the behavior of the map Qε given in (10), which is mainly determined
by the Fenichel manifold that, by Proposition 8 in [5], exponentially attracts the points of the segment
[−L,−ελ] × {ε} ⊂ S−

ε , 0 < λ < 2
3 . In order to avoid technicalities that can hide the essential facts,

during this proof and without loss of generality we assume the following hypothesis:
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Figure 2. The significative points of the intersection of the flow of X+
µ with Sε.

• The vector fieldX+
0 is defined in R2 and has a unique repelling periodic orbit Γ0 entirely contained

in V+ except the point (0, 0) which is a (visible) fold of X+
0 and it is of the form (5). We also

assume that there is a unique attracting focus inside Γ0.
• As a consequence of the fact that Γ0 is repelling, the Poincaré map

(14) π : {(0, y)} → {(0, y)}

is defined locally in the y axis in a neighborhood of y = 0 and fulfills π(0) = 0 and π′(0) > 1.
• The family X+

µ (x, y) is given by:

(15) X+
µ (x, y) = X+

0 (x, y − µ).

This assumption gives that X+
µ consists on slipping on the y axis the vector field X+

0 .

• We denote by Γµ the periodic orbit of X+
µ which, by construction, is tangent to Sµ at the point

(0, µ). Consequently, for µ = ε the periodic orbit Γε is tangent to Sε which implies two important
facts (see Remark 2.2): on the one hand the parameter ∆ in Theorem 2.1 is ∆ = −1 and, in the
other hand, when µ = ε, Γε is still a periodic orbit of the regularized system Zµ,ε .

• We also denote by (xµ, ϵ) the point whose orbit through X+
µ is tangent to Sε, and by (x̃µ, ϵ) the

first cut of the negative orbit of (xµ, ε) with Sε.(see Figure 2).
• We take as X−

µ = (0, 1)

The hypothesis of the vectors fields X+
µ and X−

µ jointly with Proposition 2.3 give that, for 0 ≤ µ ≤ ε
small enough, all the solutions of the regularized system Zµ,ε departing from any point in the vault of Γµ

contained V+ ∩ {(x, y), y ≥ ε} are trapped by the focus of X+
µ . In fact it is enough to prove the next

proposition

Proposition 2.5. Let 0 ≤ µ ≤ ε small enough and let (x±
µ , ε) = Γµ ∩ S±

ε . Then the solution of the

regularized system Zµ,ε departing from (x, ε), where x ∈ [x−
µ , x

+
µ ], is trapped by the focus of X+

µ .

Proof. By Proposition 2.3, the flow of X+
µ strictly minorizes the flow of Zµ,ε inside Vε. The properties of

X0 necessarily imply that the point (xµ, ε) ∈ Sε will be trapped by the focus. So a trapping subinterval
[xµ, x̃µ] is determined. Take any point (x, ε) with x ∈ [x−

µ , x
+
µ ] outside this interval, for instance, x ≥ x̃µ.

Proposition 2.3 also implies that the orbit of (x, ε) hits S+
ε in a point (x1, ε) with xµ < x1 < x̃µ. In

this way, the orbit of (x, ε) follows an spiraling process in concordance with the hypothesis for X0. If
any iterates never enters the trapping subinterval, then a periodic orbit of the regularized system will be
determined. But, applying again Proposition 2.3, such orbit can not exist. □

Remark 2.6. The distance between the points (xµ, ϵ) and (x̃µ, ϵ) will give a geometrical view of the
bifurcation.(see Figure 3)

Taking into account the above hypothesis and Proposition 2.5 in the next proposition we extend the
results in Theorem 2.1 applied to the regularized family Zµ,ε to obtain that:

Proposition 2.7. In the above hypothesis, we have:
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(1) For µ = ε the regularized vector field Zε,ε, besides the unstable periodic orbit Γε which is tangent
to y = µ = ε, has, at least, another periodic orbit which is attracting.

(2) For µ = 0 the regularized field Z0,ε has no periodic orbits.

Proof. • For µ = ε the regularized flow inside the regularization strip Vε defined in (8) only can exit
through S+

ε . Moreover, by (10), the regularized flow sends the whole interval [−L,−ελ]× {ε} ⊂
S−
ε , ∀ 0 < λ < 2

3 to O(ε
2
3 ) × {ε} ⊂ S+

ε . But Γε is tangent to y = ε at x = 0, then the
flow of Xµ(x, y) returns it to x < 0, and so on. Then a spiraling process take place around the
periodic orbit, Γε, and because of its instability and two-dimensional topological reasons, at least
one attracting periodic orbit must exist.

• For µ = 0 one can see that, if ε is small enough, [−L, 0]× {ε} ⊂ S−
ε is trapped by the focus.

The reason is again that the regularized flow sends the whole interval [−L,−ελ] × {ε} ⊂ S−
ε

to O(ε
2
3 )× {ε} ⊂ S+

ε . But Γ0 ∩ S+
ε = (x+

0 , ε) with x+
0 = O(

√
ε), then the regularized flow enters

inside of its vault and is trapped by the attracting focus by Proposition 2.5. For the points (x, ε)
with x ∈ (−ελ, 0), we can take 1

2 < λ < 2
3 , and diminish ε if needed to achieve that they are

already in the vault of Γ0 and are also trapped by Proposition 2.5.
□

Remark 2.8. From Proposition 2.7 we have two consequences:

• A bifurcation will take place for 0 < µ < ε, say, at µ = µ∗. Therefore, from now on, we assume
that µ is inside this range although we will refine it later in Theorem 2.10.

• We expect the bifurcation occurs when the Fenichel solution(s) and the upper segment of the
periodic orbit Γµ “collide” in S+

ε at some order. Define the following parameter, that will play a
role in the rest of this section:

(16) δ = ε− µ.

Observe that, in the range of µ considered:

δ = δ(ε) > 0, and lim
ε→0

δ(ε) = 0

Remark 2.9. Note that, for µ small enough, the tangency of Γµ at Sµ is a fold at (0, µ). Moreover, under
our normalizations, we have that X+

µ (x, y) = X+
0 (x, y−µ), therefore, the intersection of the periodic orbit

Γµ of X+
µ with S±

ε has the same x−coordinate that the intersection of the periodic orbit Γ0 of X+
0 with

S±
δ , with δ in (16). Consequently:

(17) Γµ ∩ S±
ε = (x±

µ , ε), x±
µ = ±

√
δ +O(δ), δ = ε− µ.

In view of the previous considerations, heuristically, at the bifurcation value µ = µ∗, the point (x+
µ , ε)

given in (17) has to match with that of Fenichel whose x-coordinate is O(ε
2
3 ) (see (10)). Then δ∗ :=

ε− µ∗ = O(ε
4
3 ) and the bifurcation must be searched at µ∗ = ε−Kε

4
3 . Later, in Theorem 2.10 we will

provide a rigorous computation of the asymptotic value of K = δ∗0 +O(ε1/3) (see (22)), where the value
δ∗0 will be related to the Ricatti equation (11).

We consider the map (10), that in our case will also depend on µ, in its whole domain:

(18) Qµ,ε : [−L, xµ]× {ε} ⊂ S−
ε → S+

ε

where xµ is the x-coordinate of the tangency point of X+
µ = (X+

µ,1, X
+
µ,2) with Sε

(19) X+
µ,2(xµ, ε) = 0, xµ = O(δ) = O(ε− µ)

and the returning exterior map derived by the flow of X+
µ :

(20) πe
µ,ε : M×{ε} ⊂ S+

ε → S−
ε

where M is a suitable domain that will be defined later. Our objective is to select a range of µ values
for which a Poincaré map πe

µ,ε ◦ Qµ,ε can be defined on an interval J ⊂ [−L, xµ], which contains the

intersection of the possible periodic orbits of Zµ,ε with S−
ε and see that the map πe

µ,ε ◦ Qµ,ε is convex in
this interval. More concretely we will prove the following theorem, which immediately implies Theorem
2.4.
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Figure 3. In this picture the graphic of the Poincaré map, πe
µ,ε ◦ Qµ,ε, is depicted

for values of µ <,=, > µ∗, the bifurcation value. One can see the dependence of the
bifurcation on the distance between x̃µ ( in fact πe

µ,ε(x̃µ) ) and xµ. (see definitions in 15
and Remark 2.6)

Theorem 2.10. There exist two constants K1 > 0, K2 > 0, such that, for ε small enough, if we consider
the values:

(21)
µ1 : = ε− ε

4
3 η20(0)−K1ε

5
3

µ2 : = ε−K2
2ε

4
3

the map πe
µ,ε ◦ Qµ,ε is smooth and satisfies:

• If µ ≤ µ1 has no fixed points.
• If µ ≥ µ2 has two fixed points.
• For µ ∈ (µ1, µ2) there exists an interval J = [−Mε

2
3 ,−Mε

2
3 ], where M > 0 and M > 0 are

constants independent of ε and µ, such that:
– The fixed points of πe

µ,ε ◦ Qµ,ε, if exist, belong to J̊
– πe

µ,ε ◦ Qµ,ε is convex in J .

Consequently the map πe
µ,ε ◦ Qµ,ε has only a bifurcation in (µ1, µ2) and is a saddle-node.

Moreover, if Q̃0 denotes the map

Q̃0 : S−
0 → S+

0

(η, 0) 7→ (Q̃0(η), 0)

derived from system (11), and we denote by η∗0 < 0 the unique solution of the equation:

π′(0)Q̃0(η)Q̃0
′
(η) = η

where π is the Poincaré map (14) and δ∗0 is the value:

(22) δ∗0 =
π′(0)Q̃2

0(η
∗
0)− (η∗0)

2

π′(0)− 1

then

• the bifurcation takes place at the parameter value

(23) µ∗ = ε− δ∗0ε
4
3 +O(ε

5
3 )

• the unique fixed point of the map πe
µ∗,ε ◦ Qµ∗,ε is at x∗ = η∗0ε

2
3 +O(ε)

The rest of the section is devoted to prove the three first items of theorem 2.10. The proof of the last
two is deferred to Section 4.3.
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Figure 4. The extended map πe.

2.3. The exterior map πe
µ,ε. In this section we study the properties of the map πe

µ,ε in (20) derived

from the flow of X+
µ . We recall that we will perform this study for the range of µ ∈ (0, ε) where the

bifurcation µ = µ∗ takes place.
Recall that (x̃µ, ε) is the last cut of the solution through the tangency point (xµ, ε) by X+

µ (in backward

time) with S+
ε (see 15).

Then, πe
µ,ε is defined in M×{ε}, where

(24) M = [x̃µ,M ],

for some M > 0 independent of ε, and πe
µ,ε(x̃µ) = xµ. In fact, for a fully understanding of the bifurcation

mechanism between µ = 0 and µ = ε, we will extend the map πe
µ,ε to the interval [xµ, x̃µ] by (see Figure

4)

πe
µ,ε(x) = xµ, ∀x ∈ [xµ, x̃µ]

Next theorem gives the convexity properties of the map πe
µ,ε:

Theorem 2.11. The map

πe
µ,ε : M = [xµ,M ]× {ε} ⊂ S+

ε → S−
ε

satisfies:

• πe
µ,ε(x) = xµ, ∀x ∈ [xµ, x̃µ]

• The points xµ and x̃µ are given by:

(25) xµ = − b

2
δ +O(δ2) x̃µ =

√
δ

√
1− 1

π′(0)
+O(δ), δ = ε− µ

• Fix any constants C > 1, 0 < ȳ0 < 1
π′(0) < 1 and

√
1− 1

π′(0) <
√
1− ȳ0 < σ < 1 where π is the

Poincaré map defined in (14). Then we have if δ = ε− µ > 0 is small enough:

(1) x̃µ <
√
δ
√
1− ȳ0 < σ

√
δ <

√
δC

(2) For x ∈ [
√
δ
√
1− ȳ0,

√
δC]:

(26)

πe
µ,ε(x) = −

√
δ − π′(0)(δ − x2) +O(δ),

(πe
µ,ε)

′(x) = − π′(0)x√
δ−π′(0)(δ−x2)

+O(
√
δ)

(πe
µ,ε)

′′(x) = −δπ′(0)(1−π′(0))√
(δ−π′(0)(δ−x2))3

+O(1) > 0
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(3) For x ∈ [x̃µ, σ
√
δ]:

πe
µ,ε(x)− xµ = O(

√
x− x̃µ) < 0

(πe
µ,ε)

′′(x) = O((x− x̃µ))
− 3

2 > 0
(27)

Consequently:

(28) (πe
µ,ε)

′′(x) > 0,∀x ∈ [x̃µ,
√
δC]

2.4. The inner map Qµ,ε. In this section we will study the map Qµ,ε from S−
ε to S+

ε , given by the
orbits of the regularized field Zµ,ε, in the strip Vε for 0 < µ < ε. We already know that its domain is
defined on the left of the x-coordinate of the tangency point (xµ, ε), but we need asymptotic formulas
for it.

An important observation is that the interval [Q(−1)
µ,ε (x̃µ), xµ] is mapped by Qµ,ε to [xµ, x̃µ] and we

already know that this interval has no image through πe
µ,ε (even if we have defined πe

µ,ε as a constant
function for convenience). In particular, the fixed point of πe

µ,ε ◦ Qµ,ε will not belong to this interval.
Therefore we only need to study the map Qµ,ε outside this interval, that is, away from the tangency xµ.

As a first step, next lemma shows that the Fenichel solution of the vector field Zµ,ε intersects S+
ε in a

point (Fµ, ε) whose first order is independent of µ if 0 < µ < ε.

Lemma 2.12. Take 0 < µ < ε and denote by (Fµ, ε), the cut of the Fenichel solution of the vector field
Zµ,ε with S+

ε . Then we have:

(29) Fµ = ε
2
3 η0(0) +O(ε)

where η0(0) is given in (10).

Proof. Calling α = µ
ε , we know that 0 < α < 1. Taking account of definition (15), and the normal form

(5), the Sotomayor-Teixeira regularization Zµ,ε in the variables (x, v = y
ε ), will be

(30)

ẋ = 1+φ(v)
2 (1 + f1(x, εv − µ)) = 1+φ(v)

2 (1 + f1(x, ε(v − α)))

εv̇ = 1+2x
2 + 1

2φ(v)(2x− 1) + 1+φ(v)
2 (b(εv − µ) + f2(x, εv − µ))

= 1+2x
2 + 1

2φ(v)(2x− 1) + 1+φ(v)
2 (bε(v − α)) + f2(x, ε(v − α)))

Expanding in ε we obtain:

(31)
ẋ = 1+φ(v)

2 (1 + f1(x, 0)) + ε 1+φ(v)
2 (v − α)∂f1(x,0)∂y + ...

εv̇ = 1+2x
2 + 1

2φ(v)(2x− 1) + ε 1+φ(v)
2 (v − α)(b+ ∂f2(x,0)

∂y ) + ...

where the dots ... indicate terms of superior order than ε.
As 0 < α < 1 the fields X+

µ are identical at order zero in ε, therefore their Fenichel manifolds have the
same expression till order ε :

x = n(v; ε) = n0(v) +O(ε)

with

n0(v) =
1

2

φ(v)− 1

φ(v) + 1

Moreover, if we denote by Fµ, the cut of the Fenichel solution with S+
ε , then (see [5])

(32) Fµ = ε
2
3 η0(0) +O(ε)

with η0(0) the same for all of 0 < α < 1 and η0(u) is the solution of (11). □

As a consequence of the results of the previous lemma we can ensure that the map Qµ,ε satisfies (10)
if 0 < µ < ε. Consequently, we know the behavior of Qµ,ε for points x ≤ −ελ, λ < 2

3 . Next step is to

understand its behavior near the tangency xµ, more concretely in intervals of the form [−Mε
2
3 ,−Mε

2
3 ].

This is done in next theorem.

Theorem 2.13. Take any constants 0 < M < M . Then, there exists ε0 small enough such for 0 < ε < ε0,
µ ∈ (0, ε) we have:
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• For all x ∈ [−Mε
2
3 ,−Mε

2
3 ], the map Qµ,ε satisfies:

(33) Q′
µ,ε < 0, Q′′

µ,ε(x) < 0

• Take 0 < C < C small enough, then we have for x ∈ [−Cε
2
3 ,−Cε

2
3 ] we have:

(34) Qµ,ε(x) = −x(1 +O(
x

ε
2
3

)) +O(ε),

2.5. Proof of Theorem 2.10. Now we refine the range of µ where the bifurcation will take place. In
Remark 2.9 we have seen that the intersection of the periodic orbit Γµ with S+

ε is the point (x+
µ , ε) with

x+
µ =

√
δ + O(δ), and δ = ε − µ (see (17)). Moreover in Remark 2.8 we have seen that the bifurcation

will take place when 0 < µ < ε and we expect it to happen when the Fenichel solution(s) (32) and the
upper segment of Γµ “collide” in S+

ε at some order. So, heuristically, we expect:

(35)

x+
µ ≃ Fµ√
ε− µ+O(ε− µ) = ε

2
3 η0(0) +O(ε)

µ = ε− ε
4
3 η20(0) +O(ε

5
3 )

This suggests to take the range of µ and δ as

(36)
µ1 := ε− ε

4
3 η20(0)−K1ε

5
3 < µ < µ2 := ε−K2

2ε
4
3

equivalently:

δ2 ≡ ε− µ2 = K2
2ε

4
3 < δ < δ1 ≡ ε− µ1 = ε

4
3 η20(0) +K1ε

5
3

And the constants K1, K2 will be chosen later on. Let’s compute the intersections of Γµ with S±
ε for the

values of µ1 and µ2:

(37)
x+
µ1

=
√
ε− µ1 +O(ε− µ1) =

√
ε

4
3 η20(0) +K1ε

5
3 +O(ε

4
3 )

= ε
2
3 η0(0)

√
1 + K1ε

1
3

(η0(0))2
+O(ε

4
3 ) = ε

2
3 η0(0) +

K1ε
2η0(0)

+O(ε
4
3 );

x+
µ2

= K2ε
2
3 +O(ε

4
3 )

Then if we take K1 large enough, we will have

Fµ1
< x+

µ1

and therefore the Fenichel manifold will be inside the vault of Γµ1
, that is, Fµ1

∈ [x−
µ1
, x+

µ1
]. But then,

by Proposition 2.5, the orbit through Fµ1 is trapped by the attracting focus. Consequently, reasoning
analogously as in Proposition 2.7, there is not a periodic orbit. The same phenomenon happens for
µ ≤ µ1 and we summarize these results in next proposition:

Proposition 2.14. If K1 > 0 big enough, then the regularized field Zµ,ε has no periodic orbits for

µ ≤ µ1 = ε− ε
4
3 η20(0)−K1ε

5
3 .

On the other hand, if K2 > 0 is small enough

Fµ2 > x+
µ2

Next Proposition 2.15 ensures that, if K2 > 0 is small enough, the regularized field Zµ,ε has two periodic
orbits if µ ≥ µ2.

Proposition 2.15. If K2 > 0 small enough, then the regularized field Zµ,ε has two periodic orbits for

µ ≥ µ2 = ε−K2
2ε

4
3 .

Proof. Let’s take µ = µ2 and therefore δ = δ2 = K2
2ε

4
3 . Consider the point (2K2ε

2
3 , ε). Assuming K2 is

small enough we can ensure that 2K2ε
2
3 ≤ Fµ2

. We will see that:

(38) Qµ,ε(π
e
µ,ε(2K2ε

2
3 )) > 2K2ε

2
3 .
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In fact, taking the constant C in Theorem 2.11 satisfying C > 4, we have that 2K2ε
2
3 ∈ [

√
δ2
√
1− ȳ0,

√
δ2C].

Then we can use formula (26), obtaining:

(39) πe
µ,ε(2K2ε

2
3 ) = −

√
δ2 − π′(0)(δ2 − 4K2

2ε
4
3 ) +O(δ2) = −K2ε

2
3

√
1 + 3π′(0) +O(ε

4
3 )

But using that xµ2
= O(δ2) = O(ε

4
3 ) (see (19)) we can ensure that

πe
µ,ε(2K2ε

2
3 ) = −K2ε

2
3

√
1 + 3π′(0) +O(ε

4
3 ) < xµ2

Now, if K2 is small enough, we can use formula (34) for Qµ,ε obtaining:

Qµ,ε(π
e
µ,ε(2K2ε

2
3 )) = K2ε

2
3

√
1 + 3π′(0)

(
1 +O

(
K2

√
1 + 3π′(0)

)4)
+O(ε) > 2K2ε

2
3

where we have used that π′(0) > 1 and that K2 is small enough.

Once we have proved inequality (38) we have that the solution issuing from (2K2ε
2
3 , ε) spirals outside

and is bounded by the Fenichel solution (which leaves S+
ε at (Fµ2 , ε) with Fµ2 = η0(0)ε

2
3 +O(ε) ). Then,

between the two solutions must be a periodic orbit, which intersects S+
ε at a point x∗

µ2
∈ (2K2ε

2
3 , Fµ).

Moreover it is a stable periodic orbit.
To see that there is another periodic orbit we proceed as follows. Consider the map f(x) = Qµ,ε(π

e(x))−
x. We have:

• f(2K2ε
2
3 ) > 0.

• f(x+
µ2
) < 0. The reason is that, using Proposition 2.3, the orbit through (x+

µ2
, ε) will intersect

S+
ε in a point inside the vault of Γµ2 .

Therefore, they will be x∗∗
µ2

∈ (x+
µ2
, 2K2ε

2
3 ) such that f(x∗∗

µ2
) = 0, giving rise to another periodic orbit.

The proof for µ ≥ µ2 is analogous.
□

Remark 2.16. We stress that if there exists any periodic orbit for a given value of µ necessarily it hits
S+
ε in a point which is on the right of x+

µ and on the left of Fµ.

Propositions 2.14 and 2.15 ensure that the bifurcation will take place for

(40) µ ∈ (µ1, µ2) = (ε− ε
4
3 η20(0)−K1ε

5
3 , ε−K2

2ε
4
3 ),

if we take the constants K1 and K2 with the required conditions. Therefore, from now on, we will restrict
our study to this rank of µ.

Observe that, by Theorem 2.11, we already know the map πe
µ,ε and have asymptotic formulas for it

for x ≥ x̃µ. Analogously, Theorem 2.13 gives the needed properties of the map Qµ,ε.
Now we have all the ingredients to prove Theorem 2.10. Consider the interval

I = [σ
√
δ,
√
2η0(0)ε

2
3 ],

where σ > 0 is the constant given in Theorem 2.11. It is clear that in the considered range of µ ∈ [µ1, µ2],
we have, by (36), if ε is small enough:

Fµ , x
+
µ ∈ I ⊂ [x̃µ,

√
2η0(0)ε

2
3 ], µ ∈ [µ1, µ2], δ = ε− µ

where x+
µ is given in (17), Fµ in (32). Consequently, if there is a fix point of the map Qµ,ε ◦ πe

µ,ε it must
be in I and the corresponding fix point of πe

µ,ε ◦ Qµ,ε must be in πe(I).
We apply Theorem 2.11 to this interval and we have:

πe
µ,ε(I) = [πe

µ,ε(
√
2η0(0)ε

2
3 ), πe

µ,ε(σ
√
δ)]

On the other hand, using the formula for πe
µ,ε given in (26), it is straightforward to see that:

πe
µ,ε(

√
2η0(0)ε

2
3 ) ≥ −η0(0)ε

2
3

√
2π′(0) > −Mε

2
3

πe
µ,ε(σ

√
δ) < −K2ε

2
3

√
1− π′(0)(1− σ2) < −Mε

2
3 ,

(41)



TWO REGULARIZATIONS OF THE GRAZING-SLIDING BIFURCATION GIVING NON EQUIVALENT DYNAMICS 13

Figure 5. The convex Poincaré map for the regularized system Zµ,ε of example (42).

for some constants M and M . Consequently

πe
µ,ε(I) ⊂ [−Mε

2
3 ,−Mε

2
3 ] := J ,

and we can apply the results of Theorem 2.13. In conclusion we have that for x ∈ I, we have that
x̄ = πe

µ,ε(x) ∈ J and

(πe
µ,ε ◦ Qµ,ε)

′′(x̄) = (πe
µ,ε)

′′(Qµ,ε(x̄))((Qµ,ε)
′(x̄))2 + (πe

µ,ε)
′(Qµ,ε(x̄))(Qµ,ε)

′′(x̄) > 0

where we have used the convexity of πe
µ,ε, the concavity of Qµ,ε and the fact that πe

µ,ε is decreasing in J .
This concludes the proof of the first three items of Theorem 2.10.

2.6. An example. As an example, let’s take the family of vector fields Zµ = (X+
µ , X−

µ ) where X+ is
given by

(42)
ẋ = f(x, y, µ) = −y + µ+ 1 + κx(r − 1)
ẏ = g(x, y, µ) = x+ κ(y − µ− 1)(r − 1)

}
r =

√
x2 + (y − µ− 1)2,

and X− = (0, 1).
We see in Figure 5 the Poincaré map πe

µ,ε ◦ Qε defined in [−1, 0] and for κ = 1, ε = .05 and

µ1,2,3 = ε− (.5, .5623, .6)ε
4
3 has two, one and zero fixed points.

3. Hysteresis

In this section we will study the effects of a different regularization of the Filippov system (1). This is
the so-called hysteresis, which can be seen as another way of regularizing discontinuous systems. From
now on we will call α > 0 to the regularization parameter, consequently, the regularization strip will be
|y| ≤ α

Let us first recall that, for a given Filippov system as in (1), one can define the Filippov vector field
in the sliding region, a subset of the switching manifold Σs ⊂ Σ where both vector fields point towards
Σ. In our case, where Σ is given by y = 0, the Filippov vector field is given by:

(43) ẋ = ZF (x) =
X−

2 X+
1 −X−

1 X+
2

X−
2 −X−

1

(x, 0)

and it is well known [16, 7, 23] that, in a neighborhood W of any sliding region Σs ⊂ W , the orbits of
the Sotomayor-Teixeira regularization Zε(x, y) tend to the orbits of the Filippov vector field (43).

Let us now recall how hysteresis is applied to a system like (1) if we are in a sliding region. The main
idea is that in a “negative” boundary layer we define an overlap in the non smooth system:

Zh(x, y) =

{
X+(x, y) if y > −α
X−(x, y) if y < +α

(44)

and a trajectory of X+ switches to a trajectory of X− when it reaches y = −α, and a trajectory of X−

switches to a trajectory of X+ when it reaches y = α and so on.
More concretely, denoting by φ±(t;x0, y0) the flows of the vector fields X±, we define the flow

φ(t;x0, y0) as follows:
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Figure 6. The hysteretic behavior for the example (45) for diminishing values of α =
1, 0.5, 0.3, 0.1, 0.05. The line in red is the solution xF (t) of the Filippov system (43) with
xF (0) = 5 and 0 ≤ t ≤ 10

• If y0 < −α we define φ(t;x0, y0) = φ−(t;x0, y0), for 0 ≤ t ≤ t1 , where t1 > 0 is the first time the
trajectory φ−(t;x0, y0) meets y = α, that is, φ−(t1;x0, y0) = (x1, α) for some value x1,

• we then consider φ+(t;x1, α) and look for t2 > 0 such that φ+(t2;x1, α) = (x2,−α),
• taking now φ+(t;x2,−α) we look for t3 > 0 such that φ+(t3;x2,−α) = (x3, α) and so on.
• now we define:

φ(t;x0, y0) =

 φ−(t;x0, y0), if 0 ≤ t ≤ t1

φ+(t− t1;x1, α), if t1 ≤ t ≤ t1 + t2

φ−(t− t1 − t2;x2,−α), if t1 + t2 ≤ t ≤ t1 + t2 + t3

and so on. Proceeding in this way we define the hysteretic solution that, by construction, remains
in the regularizing section while we are in a sliding region.

• If the initial point (x0, y0) satisfies y0 > α we proceed analogously beginning with the flow of
X+.

We can illustrate this regularization method with the next simple example. Consider the planar
piece-wise smooth system

(45) ẋ = 0.3 + u3 ẏ = −0.5− u u = sign(y) .

If we perform the hysteretic regularization we obtain the trajectories shown in Figure 6. Next Theorem,
which is Theorem 1 in [4], proves that, in sliding regions, the orbits generated through the hysteretic
regularization tend to the orbits of the system generated by the Filippov vector field (43) in Σs as the
parameter ε → 0:

Theorem 3.1 ([4]). Fix T > 0 and consider a solution xF (t) of the Filippov System (43), and assume that
|xF (t)| < M for 0 ≤ t ≤ T . Then, there exists α0 > 0 and a constant L > 0 such that, for 0 < α ≤ α0, if
we consider the hysteretic solution (xh(t), yh(t)) of (44) with initial condition (xh(0), yh(0)) = (x0,−α) =
(xF (0),−α), we have

(46) |xh(t)− xF (t)| ≤ Lα 0 ≤ t ≤ T

Therefore, we have that, in sliding regions, both the Sotomayor-Teixeira and the hysteretic regular-
izations tend to the orbits of Filippov system in Σs. But the way that both regularizations approximate
is different. Hysteresis approximates in a chattering manner, the Sotomayor-Teixeira approximates in a
smooth manner. So they can produce quite different behaviors when the “hyperbolicity” which exists in
the sliding region is lost, as happens, for instance, in a visible fold point.

In Theorem 2.4 of Section 2.2 we have completed the work in [5], and we have seen the effects of the
Sotomayor-Teixeira regularization Zµ,ε of the family of Filippov vector fields (15) having a grazing-sliding
bifurcation of (repelling) periodic orbits. We have seen that the regularized vector field Zµ,ε undergoes
a saddle-node bifurcation.

In this section we will consider the same family Zµ in (15) and its regularization Zµ,h by hysteresis
and we will see, in Theorem 3.2, that a cascade of bifurcations leading to chaos appears in a interval of
the parameter µ for α small enough. Before stating the Theorem, given a map f : X → X, following [17],
we recall the standard definition of chaos (in the sense of Devaney) that asks the map f to have three
properties:
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• Transitivity: Given any pair of non empty open sets U and V there exits n ∈ N such that
fn(U) ∩ V ̸= ∅

• Density: the periodic points of f are dense in X.
• Sensitivity: f has sensitive dependence on initial conditions; that is, there is a positive constant
δ > 0, such that ∀x ∈ X and any neighborhood N of x, there exists a point y ∈ N and a n ∈ N
such that |fn(x)− fn(y)| > δ.

We consider the Filippov system Zµ in (15) of the previous section, which has a grazing-sliding bifurcation,
and we perform the hysteretic process. Moreover, we can suppose that, locally, for |y| small:

(47) X0(0, y) = (1 +O(y), 0).

In fact, using the implicit function theorem to the second equation of (5), one obtains x = x(y) satisfying:

2x(y) + by + f2(x(y), y) = 0;x(0) = 0

and after the change x̄ = x − x(y) we have a system of the form (47). Terefore, near (0, 0) the orbits
through (0, y0) are tangent to y = y0, that is, the points (0, y0) are folds. This is not strictly necessary,
but simplifies the exposition.

Recall that the vector field X+
µ has a periodic orbit Γµ which is tangent to the line y = µ. Therefore

Γµ is entirely contained in the region {y > α} if µ > α, is tangent to Sα for µ = α and intersects the
hysteretic region {|y| ≤ α} for 0 < µ < α.

As we did in Section 2.2 we begin by studying the three cases: µ < 0, µ = 0 and µ > 0. In the
hysteretic regularization, the bifurcation (a sort of) will take place when µ = O(α). In fact, in the scope
of our hypothesis, it will occur exactly at µ = α, and we will see that for µ ≥ α, it appears chaotic
behavior.

3.1. The Poincaré map. To understand the dynamics of the hysteretic vector field Zµ,h we will consider
a Poincaré map defined in the section S−

α (see (9)) in the following way:

(48) Pµ : [A, 0]× {y = α} ⊂ S−
α → [A, 0]× {y = α}

defined for A < 0 small enough, but fixed. The definition of P is as follows:

• If x ∈ [A, 0] Pµ(x) will be obtained by the hysteretic process applied to the point (x, α). That
is, we consider the positive orbit beginning at (x, α) of the field X+

µ till it intersects y = −α at a

point (x̄,−α), then we consider the orbit of the lower field X− = (0, 1) beginning at (x̄,−α) till
it arrives to y = α, and we define Pµ(x) as the x coordinate of this last point. Observe that the
form of X− implies that Pµ(x) = x̄.

• If the orbit through (x, α) does not intersect y = −α for positive times, we define Pµ(x) = 0.

Next Theorem gives the behaviour of the Poincaré map Pµ(x) associated to the hysteretic regularization
Zµ,h.

Theorem 3.2. Let Zµ, µ ∈ R be a family of non-smooth planar systems that undergoes a grazing-sliding
bifurcation of a hyperbolic repelling periodic orbit Γµ of the vector field X+

µ at µ = 0. We assume that, for

µ > 0 the periodic orbit Γµ is entirely contained in V+, it becomes tangent to Σ for µ = 0 and intersects
both regions V± for µ < 0.
Consider the regularized hysteretic family Zµ,h and the associated Poincaré map (48). Then we have:

• For µ ≤ −α all the points x ∈ [A, 0] satisfy ∃n > 0 | Pn
µ (x) = 0. Consequently there are no

periodic orbits of Zµ,h.
• For −α < µ < α, if we call (Dµ, α) = Γµ ∩ S−

α we have:
(1) There exists a sequence of points γn ∈ [A, 0] such that γn → Dµ, such that Pµ(γn) = γn.

Consequently there exists a set of periodic orbits Γn accumulating to Γµ of the vector field
Zµ,h.

(2) limk→∞ P k
µ (x) = 0 almost everywhere. Consequently, beside the periodic orbits, almost every

orbit of the vector field Zµ,h tends to the focus.
• There exists σ1 > 1 such that for α ≤ µ ≤ σ1α the Poincaré map Pµ1

presents chaotic behaviour.
More concretely:
(1) For µ = α the Poincaré map has chaos in the sense of Devaney
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Figure 7. The Poincaré map Pµ and some iterates of the orbit of the hysteretic regu-
larization of the system 42 scaled by y/α and with κ = 0.2, beginning at (−1.2, α) for
α = 0.1 and µ = −0.2

(2) for α < µ ≤ σ1α, an iteration of the Poincaré map Pµn
is conjugated to a shift of finite

symbols.

We devote the next sections 3.2, 3.3, 3.4 and 3.5 to prove this theorem.
We call (Eµ, α) to the point whose positive orbit through X+

µ is tangent to y = −α (in fact at (0,−α)),
and therefore:

(49) Pµ(Eµ) = 0, lim
x→E−

µ

Pµ(x) = 0 ∀µ

Another important point will be the point:

(50) (Dµ, α) = Γµ ∩ S−
α

In the next sections we will see that the value of the right limit limx→E+
µ
Pµ(x) will depend on the relative

position between Eµ and Dµ and therefore of µ and α.
This will be related with the fact that, sometimes, some turns around the focus will be needed to reach
y = −α. As our vector filed has a tangency with y = −α at the point (0,−α), this happens when
x > Eµ := P−1

µ (0) and we will see that this can be the cause of chaotic behavior.

3.2. The case µ ≤ −α. Let’s begin studying the orbits of the Poincaré map Pµ when µ < 0. In this
case, for |α| small enough, the periodic orbit Γµ intersects the hysteretic region |y| ≤ α which implies
that Dµ < Eµ (see (50)). In fact, one can take any A < Dµ < Eµ. The Figure 7 is a model for this case.

• If x < Eµ then it is clear that x < Pµ(x) < 0.
• If Eµ < x < 0, the positive orbit through (x, α) does not intersect y = −α anymore, because it
is in the vault of Γµ which is repelling. Therefore, following our convention, we define:

Pµ(x) = 0 for Eµ ≤ x ≤ 0.

Therefore, for µ < 0 the dynamics of the Poincaré map is simple:

∀x ∈ [A, 0], ∃n > 0 | Pn
µ (x) = 0,

and therefore (0, 0) is a global attractor and there is no periodic orbit for Zµ,h.
Observe that the same behavior occurs for µ < −α < 0 because, in these cases, Dµ < Eµ. In fact, also

for µ = −α. In this last case D−α = E−α.
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Figure 8. The Poincaré map P0 and some iterates of the hysteretic process for µ = 0
for the hysteretic regularization of the system (42) scaled by y/α and with κ = 0.2,
α = 0.2 and µ = 0. The orbit tangent to (0,−α) separates the behavior and its infinite
intersections on the interval [E0, D0] produce on D0 an accumulation of the discontinu-
ities of the Poincaré map.

3.3. The case −α < µ < α. In this section we will see that the Poincaré map Pµ satisfies, on the one
hand, that is has a countable set of fixed points γn giving rise to countable many periodic orbits, but in
the other hand that limk→∞ P k

µ (x) = 0 almost everywhere.

The positive orbit of X+
µ through (0,−α) will intersect S−

α . From now and on we call (A′
µ, α) its first

intersection and Aµ = Pµ(A
′
µ) its image through the hysteretic process. We will first study in detail the

case µ = 0:

3.3.1. The case µ = 0. The model for this case is Figure 8. As in this case the periodic orbit Γ0 is tangent
to y = 0, its orbit never intersects y = −α and therefore P0(D0) = 0. Moreover, as Γ0 is repelling the
positive orbit of any point (x, α) with x > D0 does not intersect y = −α, therefore:

P0(x) = 0, D0 ≤ x ≤ 0.

In this case we have that E0 < D0, therefore the positive orbit of X+
0 through (E0, α), after its tangency

at y = −α, will intersect S−
α at (A′

0, α) and A0 = P0(A
′
0) its image through the hysteretic process. Clearly

A′
0 < A0 < E0 < D0 and we can consider the Poincaré map in [A0, 0], then:

(51) P0(E0) = 0, lim
x→E−

0

P (x) = 0 lim
x→E+

0

P (x) = A0.

Therefore the Poincaré map P0 has a discontinuity at x = E0.
As E0 < D0, the backward orbit of (E0, α) through X+

0 spirals and accumulates to Γ0. Let’s call
(En, α), n ≥ 1, the infinite cuts of this negative orbit with S−

α . Then we have, for n ≥ 1:

En ∈ [E0, D0], En < En+1, lim
n→∞

En = D0, P0(En) = 0.

Moreover, as in (51):

(52) lim
x→E−

n

P0(x) = 0 lim
x→E+

n

P0(x) = A0

Summarizing, P0 has an accumulation of the discontinuities at x = En which accumulate to D0, is
increasing in [En, En+1] and covers the interval [A0, 0]:

P0([En, En+1]) = [A0, 0].

Moreover, if we consider the Poincaré map πµ associated to the periodic orbit Γµ through the flow of X+
µ

on the section Σ−
α (recall that Γµ intersects transversely this section):

π0 : [En, En+1] → [En−1, En] n ≥ 1

π0 : [E0, E1] → [A′
0, E0]

(53)



18 C. BONET REVÉS AND T. M- SEARA

Figure 9. The forth iterate, P 4
0 , of the Poincaré map for the example of Figure 8. One

can see the accumulation of discontinuities of P0 on point D0, and how this behavior
is repeating in a growing number of subintervals. Also the flat parts of Pn

0 in all these
intervals is growing to the full interval [A0, 0]

and this has several consequences:

• As Γ0 is repelling, we can assume that in the interval [A0, D0] there exists constants 1 < ξ < η
such that ξ < π′

0 < η, therefore we have that the intervals shrink by a factor:

(54) ρ1|En − En−1| < |En+1 − En| ≤ ρ2|En − En−1|, ρ2 = ξ−1 < 1, ρ1 = η−1 < 1

• The definition of the map P0 implies that, for x ∈ [En, En+1],

P0|[En,En+1](x) = P0|[E0,E1] ◦ π
(n)
0 (x), n ≥ 1

• Observe that for x ∈ [E0, E1], π0(x) ∈ [A′
0, E0] and the definition of P0 is again P0(x) = P0◦π0(x).

Heuristically, if x ∈ [En, En+1] it will take n turns around the focus till P0(x) will be settled.
• For points in [A,E0] the map is given by the hysteretic map: P0(x) = Ph(x).
• As a consequence, P0 has, near x = D0, an accumulation of infinitely many fixed points:

γn ∈ [En, En+1]

which correspond to periodic orbits Γn with increasing periods which give several turns before
closing.

But, in despite of this apparently intricate behavior, we can ensure that the measure of points x ∈ [A, 0]
such that ∃k > 0 | P k

0 (x) = 0 is the total measure of interval [A, 0]. That is,

lim
k→∞

P k
0 (x) = 0 almost everywhere.

This is suggested in Figure 9.
To see this fact, let’s first assume that P0(A0) = A0, and consider an idealized linear model: shown in

the Figure 10.
Let T : [0, 1] → [0, 1], and there exist a sequence 0 = E−1 < E0 < . . . En < σ < 1 such that

• T (0) = 0, T (x) = 1, for x ≥ σ.
• T is linear and increasing in the intervals In := (En, En+1) and T (En) = 1, limx→E+

n
T (x) = 0,

limx→E−
n+1

T (x) = 1

Then the size of the pre-images of 1 of the iterates of T tends to 1:

lim
k→∞

µ(T−k(1)) = 1

To see this we proceed as follows:

• Call Mk = {x ∈ [0, 1], T k(x) = 1}.
• Clearly M1 = ∪n≥−1En ∪ [σ, 1] therefore µ(M1) = σ, and the measure of points that T does not
send to 1 is 1− σ
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Figure 10. The linear idealized model for µ = 0

• To find µ(T−2(1)), only one has to take account that T ([En, En+1]) = [0, 1] and that

µ{x ∈ [En, En+1], T (x) ≥ σ}) = (En+1 − En)σ

and that ∑
n≥−1

(En+1 − En)σ = (1− σ)σ

Therefore:

µ(T−2(1)) = σ + (1− σ)σ.

Moreover, the measure of points that T 2 does not send to 1 is 1− (σ + (1− σ)σ)
• Proceeding by induction and taking into account that the map T k has the same structure than
T we have

µ(T−k(1)) = σ + (1− σ)σ + (1− σ − (1− σ)σ)σ + ... = σ(1 + (1− σ) + (1− σ)2 + ..+ (1− σ)k)

= σ
1− (1− σ)k+1

1− (1− σ)
= 1− (1− σ)k+1

Then we have

lim
n→∞

µ(T−k(1)) = 1

In the case that we have a map T̄ satisfying the same properties than T except in the first interval [0, E0]
where it satisfies T̄ (0) = γ > 0, limx→E+

1
T (x) = 1, the main observation is to compare this map with

the previous one and observe that:

µ({x ∈ [0, 1], T̄ (x) ≥ σ}) ≥ µ({x ∈ [0, 1], T (x) ≥ σ}), T (x) = T̄ (x), x ∈ [0, 1] \ [0, E0]

and that both T and T̄ are increasing functions. This gives that

lim
n→∞

µ(T̄−k(1)) ≥ lim
n→∞

µ(T−k(1)) = 1.

3.3.2. The general case −α < µ < α. The dynamics when −α < µ < α is analog to the one for µ = 0
because Eµ < Dµ < 0 and the model is again Figure 8. The periodic orbit Γµ is tangent to y = µ, which
is in the regularity zone. Its orbit never intersects y = −α and therefore:

Pµ(x) = 0, Dµ ≤ x ≤ 0.

We call (A′
µ, α) the first intersection of this positive orbit of (Eµ, α) through X+

µ with S+
α and Aµ =

Pµ(A
′
µ) its image through the hysteretic process. We consider the Poincaré map in [Aµ, 0], then as in

(51):

(55) Pµ(Eµ) = 0, lim
x→E−

µ

P (x) = 0 lim
x→E+

µ

P (x) = Aµ.

Therefore the Poincaré map Pµ has a discontinuity at x = Eµ < Dµ.
If we take the backward orbit of (Eµ, α) through X+

0 spirals and accumulates to Γµ. Lets call (En, α)
the infinite cuts of this negative orbit with S−

α Then we have that, as in (56):

En ∈ [Eµ, Dµ], lim
n→∞

En = Dµ, Pµ(En) = 0, Pµ(x) = 0,∀x ∈ [Dµ, 0].

Moreover we have the same property (56) and therefore Pµ has the same properties of P0.
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Figure 11. The Poincaré map and some iterates of the hysteretic process for µ =
α. The accumulation of discontinuities is on 0. This will produce chaos as Baker-like
map with infinitely many discontinuity points.The picture is made with the hysteretic
regularization of the system 42 scaled by y/α and with κ = 0.2, α = 0.1 and µ = 0.1

3.4. The route to chaos. The case µ = α. In this case, the periodic orbit Γα is tangent to y = α at
the point (0, α) and therefore Dα = 0. Then the discontinuities En, n ≥ 1 accumulate at 0, and there
is properly chaos. The model is in Figure 11. More concretely, as in case −α < µ < α, we also have
(En, α), n ≥ 1, the infinite cuts of the negative orbit of (Eα, α) with S−

α . Then we have, for n ≥ 1, and
calling E0 := Eα:

En ∈ [E0, 0], En < En+1, lim
n→∞

En = 0, Pα(En) = 0.

and as in (51):

(56) lim
x→E−

n

Pα(x) = 0 lim
x→E+

n

Pα(x) = Aα

That is, Pα has discontinuities at x = En which accumulate to x = 0, is increasing in [En, En+1] and
covers the interval [Aα, 0]:

Pα([En, En+1]) = [Aα, 0].

Now the periodic orbit Γα does not intersect transversely the section Σ−
α , but it s tangent to it. Then, the

Poincaré map πα associated to the periodic orbit Γα it is not a properly Poincaré map in a neighborhood
of Dα = 0. For this reason we will call this map π̃ and we observe that it satisfies:

π̃ : [En, En+1] → [En−1, En] n ≥ 1

π̃ : [E0, E1] → [A′
α, E0]

(57)

Next proposition, whose proof is given in Section 4.4, shows that π̃′(0) > 1.

Proposition 3.3. π̃′(0) =
√
π′(0), where π is Poincaré map defined in (14).

As a consequence of the previous proposition, we can as well determine constants like in (54) (in fact
its square roots) as in the case µ = 0:

• In the interval [Aα, 0] there exists constants 1 < ξ̃ < η̃ such that ξ̃ < π̃′ < η̃, therefore we have
that the intervals shrink by a factor:

ρ̃1|En − En−1| < |En+1 − En| ≤ ρ̃2|En − En−1|, ρ̃2 = ξ̃−1 < 1, ρ̃1 = η̃−1 < 1

• The definition of the map Pα implies that, for x ∈ [En, En+1],

Pα|[En,En+1](x) = Pα|[E0,E1] ◦ π̃
(n)(x), n ≥ 1

• Observe that for x ∈ [E0, E1], π̃(x) ∈ [A′
α, E0] and the definition of Pα is again Pα(x) = Pα◦ π̃(x).

Heuristically, if x ∈ [En, En+1] it will take n turns around the focus till Pα(x) will be settled.
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Figure 12. The evidence of the chaotic behavior for µ = α. The orbit beginning at C
fills densely a chaotic region. For better understanding the vertical orbits of the lower
field are dismissed. The picture is made with the hysteretic regularization of the system
42 scaled by y/α and with κ = 0.2, α = 0.1 and µ = 0.1

• As a consequence, Pα has at x = 0, an accumulation of infinitely many fixed points:

γn ∈ [En, En+1]

which correspond to periodic orbits Γn with increasing periods.

The model is in Figure 11. Is easy to see that P ′
α|[En,En+1]

(x) > 1 (the singularity on the right extreme

is O(
√
En+1 − x)). This kind of maps are studied in [17] and are called Baker-like maps. Among other

problems where they appear, these maps rely on the study of the grazing bifurcations of impacting
mechanical oscillators. In [19] a one-dimensional limit mapping can be obtained through renormalization
as we let the bifurcation parameter go to zero. The mapping obtained is piece-wise continuous with an
infinite number of branches, that is, a Baker-like map. These maps present robust chaotic attractors with
the three conditions of Devaney: Transitivity, Density and Sensitivity. See Figure 12.

We can therefore conclude that, for µ = α, the hysteretic regularization Zµ,h exhibits chaotic behavior.

3.5. The persistence of chaos. The case µ > α → 0. When µ ≥ α there will successive bifurcations
as the number of points points (En, α), which correspond to the cuts of the negative orbit passing trough
(Eµ, α) with S−

α , changes. More concretely, when µ = α there where infinite numerable En, n ≥ 1, but
as µ increases only a finite number of cuts (En, α), 1 ≤ n ≤ N = N(µ), persist until just one. In Figure
13 we see the cases of one, two and three cuts, with their relative Poincaré maps. One can guess that the
maps are still chaotic.

In the next section we will find the relation between µ and α small enough, µ = µ1(α) such that there
is only one cut, and we will prove that in this case the hysteretic system still presents chaos. We will see
it finding k ≥ 1 such that P k

µ1
has two sub-intervals forming a horseshoe graph (see [10]) and therefore

the map Pµ1 is conjugated to a shift of two symbols. In Figure 16 these intervals are shown. The case
µ = µN (α) where one has N cuts is analogous but one should have N + 1 intervals and therefore a shift
of N + 1 symbols.

This section is devoted to prove the existence of chaos in the case that the orbit in backward time
through the point (Eµ, α) does not cut the section y = α anymore. Equivalently we can consider the
orbit through (0,−α) (recall that the forward orbit of (Eµ, α) is tangent to y = −α at this point) and
compute π−1

µ ((0,−α)) where πµ is the Poincaré map associated to the periodic orbit Γµ defined on the
section x = 0 in a neighborhood I of the point y = µ:

πµ : {0} × I → {x = 0}
(0, y) 7→ (0, πµ(y)), πµ(µ) = µ

(58)
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Figure 13. The orbits passing trough (0,−α) for negative times with one, two and three
cuts on y = +α, and their relative Poincaré maps with one, two and three singularities.
The picture is made with the hysteretic regularization of the system 42 scaled by y/α
and with κ = 0.047, α = 0.25 and µ = 1

Figure 14. The definition of the Poincaré map Pµ, depending if x ∈ [Aµ, Eµ] or x ∈
[Eµ, 0]. The point B is the intersection with S−

α of the forward orbit of system X+
µ from (0,+α)

Then we have

π−1
µ (−α) = π−1

µ (µ) + (π−1
µ )′(µ)(−α− µ) +O((−α− µ)2)

= µ+ (π−1
µ )′(µ)(−α− µ) +O((−α− µ)2)

Then π−1(−α) > α if

µ > σα

where σ is any value such that σ >
1+(π−1

µ )′(µ)

1−(π−1
µ )′(µ)

.

3.6. The case µ = µ1(α); Finding chaos for a single singularity. Recall that the value (π−1
µ )′(µ)

is independent of µ and therefore (π−1
µ )′(µ) = (π−1)′(0) = 1

π′(0) < 1, where π is the Poincaré map given
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in (14). Therefore, from now on in this section, we consider µ and α related by:

(59) µ = µ1(α) = σ1α,

where

(60) σ1 >
1 + (π−1)′(0)

1− (π−1)′(0)
=

π′(0) + 1

π′(0)− 1
> 2.

In the sequel, we will change the condition on σ1 several times, but a finite number of them. In this case
the Poincaré map Pµ:

Pµ : [Aµ, 0]× {y = α} ⊂ S−
α → S−

α

has only one singularity at Eµ and our goal is to define and obtain asymptotic formulas for it. Recall
that the point (A′

µ, α) corresponds to the first cut of the positive orbit of the point (Eµ, α) with S−
α .

Equivalently, it is the first cut of the positive orbit of the point (0,−α) with S−
α . The point (Aµ, α) is

the image of (A′
µ, α) through the hysteretic map Ph. This will be important to study the map Pµ that,

as we did in the previous sections, will be constructed as a combination of two maps: the exterior return
map π̃, and the “interior” hysteretic map Ph. More concretely, consider the maps:

π̃ : [Eµ, 0]× {y = α} → [A′
µ, 0]× {y = α}

(x, α) 7→ (π̃(x), α)
(61)

defined following the flow of X+
µ until its first cut with S−

α , and

Ph : [A′
µ, Eµ]× {y = α} → [Aµ, 0]× {y = α}

(x, α) 7→ (Ph(x), α)
(62)

defined by the hysteretic process determined by the fields X+
µ and X−

µ = (0, 1). Next proposition, whose
proof is deferred to section 4.4, gives the main properties and asymptotic formulas for the map Pµ:

Proposition 3.4. Take µ = µ1(α) as (59) with σ1 satisfying (60). Then, the Poincaré map

Pµ : [Aµ, 0]× {y = α} → [Aµ, 0]× {y = α}

is given by:

• For x ∈ [Aµ, Eµ] we have:

Pµ(x) = Ph(x) = −
√
−2α+ x2 +O(α),

• For x ∈ (Eµ, 0] we have:

Pµ(x) = Ph(π̃(x)) = −
√

−2α+ (α− µ)(1− (π′)(0)) + (π′)(0)x2(1 +O(
√
α) +O(α)

= −
√
−2α+ α(σ1 − 1)((π′)(0)− 1) + (π′)(0)x2 +O(α)

Moreover,

• Pµ(Eµ) = 0
• lim

x→E−
µ

(Pµ(x)) = 0, lim
x→E+

µ

(Pµ(x)) = Aµ

• Pµ(0) = −
√
−2α+ α(σ1 − 1)((π′)(0)− 1) +O(α).

• Pµ(Aµ) = −
√
−2α+ α(σ1 + 1)((π)′(0) + 1) +O(α)

• P ′
µ(0) = 0 and P ′

µ(x) > 0 for any x ∈ [Aµ, 0)

Moreover, if we assume the extra condition:

(63) σ1 > 2
1 + (π−1)′(0)

1− (π−1)′(0)
= 2

π′(0) + 1

π′(0)− 1
> 4.

then we have the relative position:

(64) Aµ < Pµ(Aµ) < Pµ(0) < Eµ
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Figure 15. The shape of the Poincaré map for Pµ, P 2
µ and P 3

µ . Note that Eµ =

P−1
µ (0) = P−1

µ (A), expressing the jump discontinuity. The picture is made with the
hysteretic regularization of the system 42 scaled by y/α and with κ = 0.2, α = 0.05 and
µ = 0.2

To better understanding the behavior of the Poincaré map, in Figure 15 are depicted the graphics of
the maps Pµ,P

2
µ and P 3

µ .
Next proposition will show that a suitable iterate of the map Pµ has symbolic dynamics. The main

idea is to prove that we can find two intervals which “cover” each other. Then the results of [10] give the
existence of a horseshoe, and therefore symbolic dynamics and chaos.

The first observation is that for x ∈ [Aµ, Eµ] we have:

P−n
µ (x) = −

√
x2 + 2nα(65)

and, whilst the forward orbit of x ∈ [Aµ, Eµ] stays in this interval we also have:

Pn
µ (x) = −

√
x2 − 2nα(66)

Observe that P−1
µ (0) = Eµ, therefore P−n

µ (0) = P−n+1
µ (Eµ) =

√
2nα+O(α).

On the other hand, we observe that

Pµ([P
−1
µ (0), 0]) = Pµ([Eµ, 0]) = [Aµ, Pµ(0)].

Now, we consider the subintervals

(67) In = [P−n
µ (0), P−(n−1)

µ (0)] = [−
√
2nα+O(α),−

√
2(n− 1)α+O(α)]

and we have:

Proposition 3.5. Take µ = µ1(α) as (59) with σ1 satisfying (63). Then, there exists natural numbers
n ≥ 1 satisfying the following condition:

(68)
1

2
(σ1 − 1)((π′)(0)− 1) < n− 1 <

1

2
(σ1 + 1)((π′)(0) + 1)

Choose one of these numbers n. Then, the map Pn
µ fulfills the graph

(69) In → In−1 → In

that is

(70) In−1 ⊂ Pn
µ (In); In ⊂ Pn

µ (In−1);

and therefore Pn
µ has a horseshoe. Consequently there is a subset in [Aµ, 0] where Pµ is conjugated to a

shift of two symbols.

Proof. Observe that:

In−1 = [P−(n−1)
µ (0), P−(n−2)

µ (0)] = [−
√

2(n− 1)α+O(α),−
√
2(n− 2)α+O(α)]

and: Pn
µ (In) = [Aµ, Pµ(0)] and Pn

µ (In−1) = [Pµ(Aµ), P
2
µ(0)], therefore we must prove (see Figure 16)

• Aµ < P
−(n−1)
µ (0), equivalently −

√
α(σ1 + 1)((π0)′(0) + 1) < −

√
2(n− 1)α
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Figure 16. The Poincaré map for Pµ and Pn
µ overlapped, and the two intervals forming

a horseshoe pair. In this example n = 8 with the parameters of Figure 15

Figure 17. πe, the periodic orbit of X0 and its tangent orbit to y = δ and x̃δ.

• Pµ(0) > P
−(n−2)
µ (0), equivalently −

√
−2α+ α(σ1 − 1)((π′

0)(0)− 1) > −
√

2(n− 2)α

• Pµ(Aµ) < P
−(n)
µ (0), equivalently −

√
−2α+ α(σ1 + 1)((π0)′(0) + 1) < −

√
2nα

• P 2
µ(0) > P

−(n−1)
µ (0), equivalently −

√
−4α+ α(σ1 − 1)((π′

0)(0)− 1) > −
√
2(n− 1)α

All these conditions are satisfied if we can ensure that there exists n ≥ 1 such that:

(71)
1

2
(σ1 − 1)((π′

0)(0)− 1) < n− 1 <
1

2
(σ1 + 1)((π′

0)(0) + 1)

Observe that
1

2
(σ1 + 1)((π′

0)(0) + 1)− 1

2
(σ1 − 1)((π′

0)(0)− 1) = (σ1 + (π′
0)(0)) > 2

therefore we can always find a number n such that (71) is satisfied. Then, Pn contains a horseshoe, and
chaotic dynamics is assured. This concludes the proof. □

4. Proofs

4.1. The exterior map πe
µ,ε, proof of Theorem 2.11. This section is devoted to prove Theorem 73.

Remark 4.1. Even if the map πe
µ,ε depends on parameters, in the sequel, we will keep in mind this

dependence, but, as not being a matter of confusion we will write πe. This remark also applies to the
related objects defined.

Under our normalizations, we have that X+
µ (x, y) = X+

0 (x, y−µ), to study the exterior map π̃ for Xµ

defined in (20) and (73) is equivalent to study the map

(72) πe : M×{δ} ⊂ S+
δ → S−

δ , δ = ε− µ,
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for the vector field X+
0 . Moreover, the formulas for πe(x) and πe(x) will be the same and the domains

M = M, for this reason we drop the bars and we use πe.
If we call xδ the value such that the solution of X+

0 with initial condition (xδ, δ) is tangent to Sδ and
define x̃δ the last cut of this solution (in backward time) with S+

δ before the tangency (see Figure 17),
then, our normalizations imply that xµ = xδ and x̃µ = x̃δ (see 15), but during the proof we will use the
δ-notation to be consistent.

Then, πe is defined in M×{δ}, where

(73) M = [x̃δ,M ]

for some M > 0, independent of δ and πe(x̃δ) = xδ. In fact, for our purposes, it will be enough to obtain

information for πe in a smaller domain of the form [x̃δ,
√
δC] ⊂ M where C > 1 is a constant independent

of δ.
The proof will be the consequence of propositions 4.3 and 4.7. First, in Proposition 4.3, we will study

πe for points slightly away from the point x̃δ. The local study near x̃δ is done in Proposition 4.7.
The idea is to write πe as:

(74) πe(x) = (g)−1 ◦ π ◦ (ḡ)−1(x),

where

g : S−
δ → {(0, y), |y| ≤ y0}, ḡ : {(0, y), |y| ≤ y0} → S+

δ

are the maps derived by the orbits of X+
0 followed in positive time, π(y), is the Poincaré return map (14)

on {(0, y), |y| ≤ y0} defined around the periodic orbit Γ0 of X+
0 . Next proposition gives the asymptotics

for the maps g, ḡ and their inverses in suitable domains:

Proposition 4.2. Consider any constant C > 1. Let X+
0 satisfying (5) and take any 0 < y0 < δ. Then,

if δ > 0 is small enough, the flow of X+
0 defines diffeomorphisms:

•

g : [−
√
δC −

√
δ − y0]× {δ} ⊂ S−

δ → {0} × [δ(1− C), y0]

(x, δ) 7→ (0, g(x))

with:

(75)

g(x) = δ[1− ( x√
δ
)2 +O(

√
δ)] = δ − x2 +O(

√
δ3) = O(δ),

g′(x) =
√
δ[−2 x√

δ
+O(

√
δ)] = −2x+O(δ) = O(

√
δ),

g′′(x) = −2 +O(
√
δ) = O(1),

and its inverse

g−1 : {0} × [δ(1− C), y0] → [−
√
δC −

√
δ − y0]× {δ} ⊂ S−

δ

(0, y) 7→ (g−1(y), δ)

with

(76)

g−1(y) = −
√
δ[
√

1− y
δ +O(

√
δ)] = −

√
δ − y +O(δ) = O(

√
δ),

g′−1(y) = 1√
δ
[ 1

2
√

1−( y
δ )

+O(
√
δ)] = [ 1

2
√
δ−y

+O(1)] = O( 1√
δ
),

g′′−1(y) = 1
(
√
δ)3

[ 1

4
√

(1− y
δ )

3
+O(

√
δ)] = 1

4
√

(δ−y)3
+O( 1δ ) = O( 1

(
√
δ)3

),

•

ḡ : {0} × [δ(1− C), y0] → [
√
δ − y0,

√
δC]× {δ} ⊂ S+

δ

(0, y) 7→ (ḡ(y), δ)

with
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(77)

ḡ(y) =
√
δ[
√
1− y

δ +O(
√
δ)] =

√
δ − y +O(δ) = O(

√
δ),

ḡ′(y) = 1√
δ
[− 1

2
√

1−( y
δ )

+O(
√
δ)] = [− 1

2
√
δ−y

+O(1)] = O( 1√
δ
),

ḡ′′(y) = 1
(
√
δ)3

[− 1

4
√

(1− y
δ )

3
+O(

√
δ)] = − 1

4
√

(δ−y)3
+O( 1δ ) = O( 1

(
√
δ)3

),

and its inverse:

ḡ−1 : [
√
δ − y0,

√
δC]× {δ} ⊂ S+

δ → {0} × [δ(1− C), y0]

(x, δ) 7→ (0, ḡ−1(x))

with:

(78)

(ḡ−1)(x) = δ[1− ( x√
δ
)2 +O(

√
δ)] = δ − x2 +O(

√
δ3) = O(δ),

(ḡ−1)′(x) =
√
δ[−2 x√

δ
+O(

√
δ)] = −2x+O(δ) = O(

√
δ),

(ḡ−1)′′(x) = −2 +O(
√
δ) = O(1),

Proof. We will do the computations for ḡ. The ones for g are analogous. First recall the normal form of
X+

0 :

(79) X+
0 (x, y) =

(
1 + f1(x, y)
2x+ by + f2(x, y)

)
where fi(x, y) = Oi(x, y) and f2(x, 0) = 0. Recall that the periodic orbit Γ0 is tangent to Σ at (0, 0)

Near y = 0 we perform the change

(80) x̄ =
x√
δ
; ȳ =

y

δ

Then vector field (79) transforms to the system:

(81)

√
δ ˙̄x = 1 +O(

√
δx̄, δȳ)√

δ ˙̄y = 2x̄+O(
√
δx̄2, δx̄ȳ,

√
δȳ)

system that for δ ̸= 0 has the same orbits than

(82)
˙̄x = 1 +O(

√
δx̄, δȳ)

˙̄y = 2x̄+O(
√
δx̄2, δx̄ȳ,

√
δȳ)

and we will study the scaled map ḡr associated to the vector field (82) and its inverse:

ḡr : {0} × [1− C, ȳ0] → S+
1

(0, ȳ) 7→ (ḡr(ȳ), 1)

where ȳ0 = y0

δ and therefore 0 < ȳ0 < 1. and

ḡ−1
r : [

√
1− ȳ0,

√
C]× {1} ⊂ S+

1 → {0} × [1− C, ȳ0]

(x̄, 1) 7→ (0, ḡ−1
r (x̄))

Clearly we have

ḡ(y) =
√
δḡr(

y

δ
), ḡ−1(x) = δḡ−1

r (
x√
δ
)

Observe that system (82) is a regular O(
√
δ)- perturbation of the system:

(83)
˙̄x = 1
˙̄y = 2x̄
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therefore we can use the theorem of regularity to initial conditions and parameters to study the scaled
maps as a regular perturbation of the ones in this simpler system. Is clear that in this system, near (0, 0),
and for any fixed ȳ0 < 1 can be defined the scaled map

(84) ḡr,0(ȳ) = +
√
1− ȳ, ∀ȳ ∈ [1− C, ȳ0],

and its inverse

(85) ḡ−1
r,0 (x̄) = 1− x̄2, ∀x̄ ∈ [

√
1− ȳ0,

√
C]

The derivatives are:

(86)
ḡ′r,0(ȳ) = − 1

2
√
1−ȳ

, ḡ′′r,0(ȳ) = − 1
4(

√
1−ȳ)3

, ∀ȳ ∈ [1− C, ȳ0]

(ḡ−1
r,0 )

′(x̄) = −2x̄, (ḡ−1
r,0 )

′′(x̄) = −2, ∀x̄ ∈ [
√
1− ȳ0,

√
C]

Then for δ small enough, there exists perturbed scaled maps ḡr(ȳ) and ḡ−1
r (x̄), defined in the same

sections, with:
(87)

ḡr(ȳ) = ḡr,0(ȳ) +O(
√
δ); ḡ′r(ȳ) = ḡ′r,0(ȳ) +O(

√
δ); ḡ′′r (ȳ) = ḡ′′r,0(ȳ) +O(

√
δ), ∀ȳ ∈ [1− C, ȳ0]

(ḡ−1
r )(x̄) = (ḡ−1

r,0 )(x̄) +O(
√
δ); (ḡ−1

r )′(x̄) = (ḡ−1
r,0 )

′(x̄) +O(
√
δ);

(ḡ−1
r )′′(x̄) = (ḡ−1

r,0 )
′′(x̄) +O(

√
δ), ∀x̄ ∈ [

√
1− ȳ0,

√
C]

Returning to the x, y variables we have

(88)
ḡ(y) =

√
δḡδ(

y
δ ), ∀y ∈ [δ(1− C), y0]

ḡ−1(x) = δḡ−1
δ ( x√

δ
), ∀x ∈ [

√
δ
√
1− ȳ0,

√
δ
√
C] = [

√
δ − y0,

√
δC]

where y0 := δȳ0. Differentiating, we will have

(89)
ḡ′(y) = 1√

δ
ḡ′δ(

y
δ ), ḡ′′(y) = 1

(
√
δ)3

ḡ′′δ (
y
δ ) ∀y ∈ [δ(1− C), y0]

(ḡ−1)′(x) =
√
δ(ḡ−1

δ )′( x√
δ
), (ḡ−1)′′(x) = (ḡ−1

δ )′′( x√
δ
) ∀x ∈ [

√
δ − y0,

√
δC]

,

and Proposition 4.2 easily follows.
□

Next lemma gives the asymptotic expression of xδ and x̃δ and therefore it is useful to understand the
domain of the map πe.

Lemma 4.3. Let X+
0 with the hypothesis (15) and xδ such that the solution with initial condition (xδ, δ)

is tangent to Sδ. Recall that x̃δ is the last cut of this solution (in backward time) with S+
δ before the

tangency (see Figure 17). Then, xδ and x̃δ satisfy:

(90) xδ = − b

2
δ +O(δ2), x̃δ =

√
δ

√
1− 1

π′(0)
+O(δ)

Proof. As X+
0 has the form (5) it is clear that xδ = − b

2δ +O(δ2). Also if δ is small enough, the flow of
X0 is also a fold on (xδ, δ), therefore, the intersection of the solution issuing from it will cut x = 0 at

(91) yδ = δ +O(δ2).

To compute x̃δ, we use that it satisfies of the equation

π(ḡ−1(x̃δ)) = yδ = δ(1 +O(δ)).

Writing x̃δ =
√
δx̄δ, using the expression of ḡ given in Proposition 4.2 and Taylor expanding the return

map π around x = 0 one obtains:

π(ḡ−1(
√
δx̄δ)) = π(δ − δx̄2

δ +O(δ3/2)) = π′(0)(δ − δx̄2
δ +O(δ3/2)) +O(δ2) = δ[(π′(0)[1− x̄2

δ ] +O(δ1/2)]

solving

δ[(π′(0)[1− x̄2
δ ] +O(δ1/2)] = δ(1 +O(δ))

one obtains the result. □
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Next step is to give an asymptotic formula for πe that allows us to prove that (πe)′′(x) > 0. Observe
that, by definition πe(x̃δ) = xδ, and one can easily extend πe to [xδ, x̃δ] by the constant function πe(x) =
xδ, for any x ∈ [xδ, x̃δ].

The main difficulty will be to obtain an asymptotics of πe for x ≥ x̃δ, very close to x̃δ.
As a first step, in next proposition, we obtain the asymptotics of πe for points on the right of x̃δ but

strictly separated from it. This will allow us to prove that, for this range of points, (πe)′′ > 0.

Proposition 4.4. Let C > 1 be any constant. Take X+
0 with the hypothesis (15), and fix 0 < ȳ0 <

1
π′(0) < 1. Then, if δ > 0 small enough we have [

√
δ
√
1− ȳ0,

√
δC] ⊂ [x̃δ,

√
δC] ⊂ M, where M is the

domain of πe defined in (73), and ∀x ∈ [
√
δ
√
1− ȳ0,

√
δC]

(92)

πe(x) =
√
δ − π′(0)(δ − x2) +O(δ),

(πe)′(x) = − π′(0)x√
δ−π′(0)(δ−x2)

+O(
√
δ)

(πe)′′(x) = −δπ′(0)(1−π′(0))√
(δ−π′(0)(δ−x2))3

+O(1) > 0

Consequently:

(93) (πe)′′(x) > 0,∀x ∈ [
√
δ
√
1− ȳ0,

√
δC]

Proof. As we have decomposed πe(x) = (g)−1 ◦ π ◦ (ḡ)−1(x), (see 74), we will have:

(πe)′ = (g−1)′π′(ḡ−1)′

(πe)′′ = (g−1)′′(π′)2((ḡ−1)′)2 + (g−1)′π′′((ḡ−1)′)2 + (g−1)′π′(ḡ−1)′′
(94)

For x ∈ [
√
δ
√
1− ȳ0,

√
δC] where all the functions are evaluated in the respective argument according

the chain rule. For instance (g−1)′′ ≡ (g−1)′′(π(ḡ−1(x))), etc

To obtain the asymptotic expression of these formulas as δ → 0 for x ∈ [
√
δ
√
1− ȳ0,

√
δC], we will

apply Proposition 4.2 which allows us to reduce the calculation to the dominant terms of these expressions:

(95)
πe(x) = g−1 ◦ π ◦ ḡ−1(x) =

√
δ − π(ḡ−1(x)) +O(δ) =

√
δ − π(δ − x2 +O(δ3/2)) +O(δ)

=
√
δ − π′(0)(δ − x2) +O(δ3/2) +O(δ) =

√
δ − π′(0)(δ − x2) +O(δ)

as x ∈ [
√
δ
√
1− ȳ0,

√
δC] then δ(1 − C) < δ − x2 < δȳ0 < δ

π′(0) , and δ − π′(0)(δ − x2) > 0, and πe is

defined.
For (πe)′, first we calculate separately the dominant terms of the three factors using Proposition 4.2:

(g−1)′(π(ḡ−1(x))) = 1

2
√

δ−π(δ−x2+O(δ3/2))
+O(1) = 1

2
√

δ−π′(0)(δ−x2)+O(δ3/2)
+O(1)

= 1

2
√
δ

√
1−π′(0)(1− x2

δ )+O(δ)
+O(1) = 1

2
√
δ

√
1−π′(0)(1− x2

δ )
+O(1)

= 1

2
√

δ−π′(0)(δ−x2)
+O(1)

π′(ḡ−1(x)) = π′(δ − x2 +O(δ3/2
√
δ)) = π′(0) +O(δ).

(ḡ−1)′(x) = −2x+O(δ)

Finally we obtain:

(96)
(πe)′(x) =

(
1

2
√

δ−π′(0)(δ−x2)
+O(1)

)
(π′(0) +O(δ)) (−2x+O(δ))

= − π′(0)x√
δ−π′(0)(δ−x2)

+O(
√
δ)

Analogously, we proceed with (πe)′′ using formula (94). We compute the asymptotics of the three
terms in (94) using Proposition 4.2.
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(g−1)′′(π(ḡ−1(x))(π′(ḡ−1(x)))2((ḡ−1)′(x))2

=

(
1

4
√
(δ − π)3

+O(
1

δ
)

)(
π′(0)2 +O(δ3/2)

)(
4x2 +O(δ3/2)

)
=

π′(0)2x2√
(δ − π)3

+O(1)

where

(97) π = π(ḡ−1(x)) = π(δ − x2 +O(δ3/2)) = π′(0)(δ − x2) +O(δ3/2)

Similarly

(g−1)′(π(ḡ−1(x))(π′(ḡ−1(x)))(ḡ−1)′′(x)

=

(
1

2
√
δ − π

+O(δ)

)(
π′(0) +O(δ3/2)

)(
−2 +O(

√
δ)
)

=
−π′(0)√
δ − π

+O(1),

and

(g−1)′(π(ḡ−1(x))(π′′(ḡ−1(x)))((ḡ−1)′)2

=

(
1

2
√
δ − π

+O(δ)

)(
π′′(0) +O(δ3/2)

)(
4x2 +O(δ3/2)

)
=

2x2

√
δ − π

+O(δ)

Using the previous formulas we obtain, by (94), recalling (97) and that x = O(
√
δ):

(98)

(πe)′′ = (g−1)′′(π′)2((ḡ−1)′)2 + (g−1)′π′′((ḡ−1)′)2 + (g−1)′π′(ḡ−1)′′

= π′(0)2x2√
(δ−π)3

+O(1) + 2x2
√
δ−π

+O(δ)− π′(0)√
δ−π

+O(1)

= π′(0)2x2√
(δ−π)3

− π′(0)√
δ−π

+O(1) = π′(0)2x2−π′(0)(δ−π′(0)(δ−x2)√
(δ−π)3

+O(1)

= −δπ′(0)(1−π′(0))√
(δ−π)3

+O(1) > 0

where δ − π = δ − π′(0)(δ − x2) +O(δ3/2) > 0.
As π′(0) > 1, then:

(πe)′′(x) > 0, ∀x ∈ [
√
δ
√

1− ȳ0,
√
δC].

□

Remark 4.5. By Remark 2.9 we know that

x+
δ =

√
δ +O(δ) > x̃δ

Therefore x+
δ ∈ M and by (96) and (98):

(πe)′(x+
δ ) = −π′(0) +O(

√
δ) < 0,

(πe)′′(x+
δ ) = −π′(0)(1− π′(0))√

δ
= O(

1√
δ
), δ → 0.

(99)

In Proposition 4.4, we have seen that (πe)′′ > 0 in the interval [
√
δ
√
1− ȳ0,

√
δC], the value of 0 <

ȳ0 < 1
π′(0) can be fixed from now on.

In proposition 4.7 we will give formulas for πe also to the interval [xδ, σ
√
δ] for any σ such that

1 > σ >
√
1− ȳ0 >

√
1− 1

π′(0) .

We state previously a technical lemma that will be needed during the proof of proposition 4.7.
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Lemma 4.6. Let the visible fold determined by the system

(100)
ẋ = 1
ẏ = g(x, y, δ)

with g(0, 0, δ) = 0,∀|δ| < δ0, and
∂g
∂x (0, 0, 0) = a > 0. Consider the map

D−1 : {(x, y), x = 0,−b0 ≤ y ≤ 0} → {(x, y), −c0 ≤ x ≤ 0, y = 0}
(0, y) 7→ (D−1(y), 0)

induced by the orbits of (100) (in negative time). This map is given by:

(101) D−1(y) = −
√
−2

a
y +O(δ

√
−y, y)

Where the term O is valid in the C2 topology.
In particular the map is convex near (0, 0) and the singularity at (0, 0) is O(

√
−y).

Proof. First we find the map D(x) defined by the cut in the y negative semi-axis of the orbits of 100. Its
solution issuing from a point (x, 0) in the negative x-axis has the form

y(t;x, 0, δ) =

∫ t

0

g(x+ s, y(s;x, 0, δ), δ)ds

Then we have

D(x) = y(−x;x, 0, δ) =

∫ −x

0

g(x+ s, y(s;x, 0, δ), δ)ds

and

D′(x) = −g(0, y(−x;x, 0, δ), δ)

+

∫ −x

0

[
∂g

∂x
(x+ s, y(s;x, 0, δ), δ) +

∂g

∂y
(x+ s, y(s;x, 0, δ), δ)

dy

dx
(s;x, 0, δ)]ds

(102)

where dy
dx (s;x, 0, δ) is the first variational of the solution. In particular D′(0) = −g(0, 0, δ) = 0.

For the second derivative we have

D′′(0) = −∂g

∂y
(0, 0, δ)[−ẏ(0, 0, δ) +

dy

dx
(0;x, 0, δ)]− ∂g

∂x
(0, 0, δ)− ∂g

∂y
(0, 0, δ)

dy

dx
(0;x, 0, δ)

= −∂g

∂x
(0, 0, δ)

(103)

as ẏ(0, 0, δ) = 0 and the first variational dy
dx (0;x, 0, δ) = 0

Hence we have, using Taylor formula

D(x) = D(0) +D′(0)x+
D′′(0)

2
x2 + G(x, δ)x3

= −
∂g
∂x (0, 0, δ)

2
x2 + G(x, δ)x3 = −a

2
x2 + G1(δ)δx

2 + G(x, δ)x3

(104)

where G, G1 denote smooth and uniformly bounded functions of their arguments and with bounded
derivatives for 0 ≤ δ ≤ δ0 and −c0 ≤ x ≤ 0. Finally for c0 and δ0 small enough, we invert the formula
y = −a

2x
2 + G1(δ)δx

2 + G(x, δ)x3 and we obtain the result (101). □

Proposition 4.7. Take σ >
√
1− ȳ0, where ȳ0 is the constant given in Proposition 4.4. Then, the map

πe satisfies for x ∈ [x̃δ, σ
√
δ]:

πe(x) = xδ −O(
√

x− x̃δ)

(πe)′′(x) = +O((x− x̃δ))
− 3

2

(105)

and therefore (πe)′′(x) ≥ 0, for x ∈ [x̃δ, σ
√
δ]:
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Proof. Proposition 4.4 gives that πe is convex for x ∈ [
√
δ
√
1− ȳ0,

√
δC]. Now we will see that it is also

convex in [x̃δ, σ
√
δ].

The definition of πe in the interval [x̃δ, σ
√
δ] through the orbits of X+

0 is clear. Nevertheless, we cannot
use the approximation formulas seen in proposition 4.4. For these points, even if πe exists, the formulas
obtained through the identity πe = g−1 ◦ π ◦ ḡ−1 are not valid anymore. The problem to apply these
formulas is in g−1, the last step of the definition of πe, but not in the map π ◦ ḡ−1, which is well defined
in a neighborhood of x̃δ and formulas of the proposition 4.2 are valid:

π(ḡ−1(x)) = π′(0)[δ − x2] +O(δ3/2), x ∈
√
δ
√

1− ȳ0,
√
δC], π(ḡ−1(x̃δ)) = yδ

where yδ is given in (91).

To study πe near x̃δ, consider an interval around it, [σ1

√
δ, σ2

√
δ] with σ1 <

√
1− 1

π′(0) < σ2. Letting

σ1,2 be closer to
√
1− 1

π′(0) if needed, we can achieve that calling

Yδ := π ◦ ḡ−1([σ1

√
δ, σ2

√
δ]) = [π′(0)δ(1− σ2

2) +O(δ3/2), π′(0)δ(1− σ2
1) +O(δ3/2)]

we have that

π(ḡ−1(x̃δ)) = yδ = δ +O(δ2) ∈ Yδ

if δ is small enough.
Next step is to “extend” the definition of the map g−1 into Yδ. Observe that, modifying if needed, δ

and σ1,2 again, we can achieve that the flow is transversal to the sections x = 0 and x = xδ. See Figure
18.

Therefore, points (0, y) with y ∈ Yδ have to be “classified” in different sets to extend g−1:

(1) Points with y ≥ yδ. For these points the geometric definition of g−1 is not possible because the
flow ϕ(t, 0, y) does not cut y = δ, x < 0.
We define g−1(y) = xδ, for any y ≥ yδ.

(2) g−1(yδ) = xδ

(3) Points with δ < y < yδ:
• If the tangency point xδ > 0, we can define g−1(y) as the first cut of the flow ϕ(t, 0, y) (in
backwards or forward time) with y = δ, x < xδ.

• If the tangency point xδ < 0, we can define g−1(y) as the second cut of the flow ϕ(t, 0, y) (in
backwards or forward time) with y = δ, x < xδ < 0.

(4) Points with 0 < y < δ, where we can define g−1(y) as the first cut of the flow ϕ(t, 0, y) (in
backwards or forward time) with y = δ, x < 0.

To obtain an asymptotics for g−1 in Yδ, in fact in Yδ ∩ {y ≤ yδ}, we observe that:

g−1 = D−1 ◦ C

C : {(x, y), x = 0, y ∈ Yδ, y ≤ yδ} → {(x, y), x = xδ, y ∈ Ỹδ, y ≤ δ}, C(yδ) = δ

D−1 : {(x, y), x = xδ, y ∈ Ỹδ, y ≤ δ} → {(x, y), x ≤ xδ, y = δ}

The first map C is a diffeomorphism do to the transversality of the flow to both lines x = 0 and x = xδ.
Moreover, we know that C(yδ) = δ and we have that

(106) C(y) = δ + (1 +O(δ))(y − yδ) +O((y − yδ)
2)

To study the map D−1, we perform the change

x̄ = x− xδ, ȳ = y − δ,

to system (5) and we can apply the lemma 4.6 to the resulting system, which has a fold point at (0, 0).
This lemma provides formulas for D−1:

D−1(y) = xδ −
√

2

a
(δ − y) +O(δ

√
δ − y, δ − y)
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Figure 18. The map πe around x̃δ.

This formula combined with (106) allows us to obtain asymptotic formulas for g−1 for y ∈ Yδ, y ≤ yδ:

g−1(y) = D−1(C(y)− δ) = xδ −
√

2

a
(δ − C(y)) +O(δ

√
δ − C(y), δ − C(y))

= xδ −
√

2

a
(yδ − y) +O((δ

√
yδ − y, (y − yδ))

(107)

Recalling that πe(x) = g−1(π(ḡ−1(x))) we have:

πe(x) = xδ −
√

2

a
(yδ − π(ḡ−1(x))) +O(δ

√
yδ − π(ḡ−1(x), π(ḡ−1(x))− yδ)

Now, using that

π(ḡ−1(x̃)) = π(ḡ−1(x̃δ)) +O(x− x̃δ) = yδ +O(x− x̃δ)

we obtain:

πe(x) = xδ −O(
√
x− x̃δ)

and therefore

(πe)′′(x) = O((x− x̃δ))
− 3

2

and consequently is convex.
□

The result of this proposition, combined with proposition 4.4 assures that the full extension of πe is
convex on the interval [xδ,

√
δC] and near x̃δ the singularity has the form O(

√
x− x̃δ). This concludes

the proof of Theorem 2.11.

4.2. The inner map Qµ,ε: proof of Theorem 2.13. In this section we prove Theorem 2.13. We

recall that the map Qµ,ε is defined by the orbits of the system (30) between x < xµ = O(ε
4
3 ), v = 1 and

x > xµ, v = 1. Even the map Qµ,ε depends on µ, during this section we will simplify the notation and
call it Qε.

To study the map Qε, we perform the blow-up variables x = ε
2
3 η, v = 1 + ε

1
3u, and system (30) is

transformed into

(108)
η̇ = 1 +O(ε

2
3 )

u̇ = 2η − φ′′(1)
4 u2 +O(ε

1
3 ).

In these new variables, an interval of the form x ∈ [−Mε
2
3 ,−Mε

2
3 ] transforms to η ∈ [−M,−M ] and the

relation between the map Qε associated to system (30) and the map Q̃ε associated to system (108) in
these new variables will be

(109) Qε(x) = ε
2
3 Q̃ε(

x

ε
2
3

).
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Figure 19. First return map Q0.

and Q̃ε is defined in the section u = 0. Then we proceed as Proposition 4.2 and will approximate the
map Q̃ε by the corresponding map Q̃0 related to the system (11), that we recall here:

(110)
η̇ = 1

u̇ = 2η − φ′′(1)
4 u2.

Observe that this system has a fold point at (η, u) = (0, 0), therefore, Q̃0(0) = Q̃′
0(0) = 0. Nevertheless,

for points η ∈ [−M,−M ], we have that Q̃′
0(η) ̸= 0 therefore, like in Proposition 4.2

(111) Q̃ε(η) = Q̃0(η)+O(ε
1
3 ), η ∈ [−M,−M ] Q̃ε

′
(η) = Q̃0

′
(η)+O(ε

1
3 ), Q̃ε

′′
(η) = Q̃0

′′
(η)+O(ε

1
3 )

and therefore

(112) Qε(x) = ε
2
3 Q̃0(

x

ε
2
3

) +O(ε), Q′
ε(x) = Q̃′

0(
x

ε
2
3

) +O(ε), Q′′
ε (x) =

1

ε
2
3

Q̃′′
0(

x

ε
2
3

) +O(ε).

Next step is to prove that Q̃′′
0(η) < 0, for η ∈ [−M,−M ]. To this end, the scaling

x = −(
φ′′(1)

2
)

1
3 η, y = (

(φ′′(1))2

32
)

1
3u

transforms system (11) into the Ricatti equation:

(113)
ẋ = 1
ẏ = x+ y2.

Therefore, we will study the map Q0 associated to this system (see Figure 19). In particular, as

φ′′(1) < 0 the sign of Q′′
0(x) will be the same as Q̃′′

0(η).
If we call y(t, x0) be the solution of (113) which begins at (x0, 0), x0 < 0, and t(x0) > 0 the time of the

first cut to x > 0, that is, y(t(x0), x0) = 0, the first return map is given by Q0(x0) = x0 + t(x0). Then,
on the one hand we have, using that Q0 is decreasing:

(114) Q′
0(x0) = 1 + t′(x0) < 0

and, one the other hand: Q′′
0(x0) = t′′(x0).

To prove that t′′(x0) < 0 we proceed in several steps.

• First, in Lemma 4.8, we will use Taylor expansions to compute t(x0) and its derivatives for points
near x0 = 0. This will allow us to check that t′′(x0) < 0 for small values of x0.

• To see that t′′ is negative in a finite interval of the form [−M, 0) we need to use the second order
variational equations of system (113) and relate the sign of t′′ with several quantities obtained
through the study of the solutions of these variational equations. This is done in lemmas 4.9,4.10,
4.11,4.12 and, finally, in Proposition 4.13.

Lemma 4.8. Near x0 = 0 the function t(x0) has the expansion

(115)
t(x0) = −2x0 − 4

15x
4
0 +O(x5

0),
t′′(x0) = − 16

5 x2
0 +O(x3

0) < 0.
x0 ≃ 0
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Proof. To see (115) we take y(t, x0) such that y(0, x0) = 0 and compute:

(116)

y′ = x+ y2 ⇒ y′(0) = x0

y′′ = 1 + 2yy′ ⇒ y′′(0) = 1
y′′′ = 2(y′)2 + yy′′ ⇒ y′′′(0) = 2x2

0

y(iv) = 6y′y′′ + 2yy′′′ ⇒ y(iv)(0) = 6x0

y(v) = 6(y′′)2 + 8y′y′′′ + 2yy(iv) ⇒ y(v)(0) = 6 + 16x3
0 ...

On the other hand, we can expand y(t, x0) near t = 0 and we obtain

(117)
y(t, x0) = 0 + x0t+

1
2 t

2 + 1
3x

2
0t

3 + 1
4x0t

4 +
6+16x3

0

120 t5 +O(t6)

= t(x0 +
1
2 t+

1
3x

2
0t

2 + 1
4x0t

3 +
6+16x3

0

120 t4 +O(t5));

By definition of t(x0) > 0, and we have y(t(x0);x0, 0) = 0, therefore: t(x0) is the implicit solution of:

(118) x0 +
1

2
t(x0) +

1

3
x2
0t(x0)

2 +
1

4
x0t(x0)

3 +
6 + 16x3

0

120
t(x0)

4 +O(t(x0)
5) = 0.

But we seek the behavior of t(x0) near x0 = 0. Clearly t(0) = 0 and if we expand it in powers of x0 we
will have

t(x0) = t1x0 + t2x
2
0 + t3x

3
0 + t4x

4
0 + ...

has to solve (118). That is:

0 = x0 +
1
2 (t1x0 + t2x

2
0 + t3x

3
0 + t4x

4
0+) + 1

3x
2
0(t1x0 + t2x

2
0 + t3x

3
0 + t4x

4
0)

2+
1
4x0(t1x0 + t2x

2
0 + t3x

3
0 + t4x

4
0)

3 +
6+16x3

0

120 (t1x0 + t2x
2
0 + t3x

3
0 + t4x

4
0)

4 +O(x5
0)

and equating the coefficients of the successive powers of x0 we arrive at the result. □

As a consequence of the previous lemma, for x0 small enough:

Q0(x0) = x0 + t(x0) = −x0 −
4

15
x4
0 +O(x5

0),

Q′′
0(x0) = t′′(x0) = −16

5
x2
0 +O(x3

0) < 0.

Observe that going back to the original variables we obtain the last item of the theorem (34).

(119) Qε(x) = ε
2
3 Q̃0(

x

ε
2
3

) +O(ε) = −x(1 +O(
x

ε
2
3

)) +O(ε)

Next step is to extend the previous result about the sign of t(x0)
′′ for any x0 ∈ [−M, 0].

To this end, we will see that the sign of the second derivative of the first return map, Q′′
0(x0) = t′′(x0),

will be determined by the sign of the function u2 + x2v − 2xu, the functions u, v are solutions of the
second order variational equations associated to system (113):

(120)

ẋ = 1
ẏ = x+ y2

u̇ = 1 + 2yu
v̇ = 2u2 + 2yv,

with initial condition (x0, 0, 0, 0) and evaluated at t = t(x0). Actually, we have

(121) x(t, x0) = t+ x0; u(t, x0) ≡ ∂y
∂x0

(t, x0); v(t, x0) ≡ ∂2y
∂x2

0
(t, x0)

Next lemma gives t′(x0) and t′′(x0) in terms of these functions. and we will see that:

Lemma 4.9.

(122)
t′(x0) = −

∂y
∂x0

(t(x0),x0)

t(x0)+x0
= −u(t(x0),x0)

x(t(x0),x0)
;

t′′(x0) = −
(t′(x0))

2+2t′(x0)+
∂2y

∂x2
0
(t(x0),x0)

t(x0)+x0
= − (t′(x0))

2+2t′(x0)+v(t(x0),x0)
x(t(x0),x0)

≡ Q′′
0(x0)
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Proof. To see formulas (122), we apply the Implicit Function theorem to the equation

(123) y(t(x0), x0) = 0,

where (x0, 0) with x0 < 0 is the initial point. Then, differentiating respect to x0 equation (123) we get,
denoting ′ = ∂

∂x0
and ˙= ∂

∂t :

0 = ẏ(t(x0), x0)t
′(x0) +

∂y
∂x0

(t(x0), x0)

=
(
t(x0) + x0 + y2(t(x0), x0)

)
t′(x0) +

∂y
∂x0

(t(x0), x0) = (t(x0) + x0)t
′(x0) +

∂y
∂x0

(t(x0), x0)

therefore

(124) t′(x0) = −
∂y
∂x0

(t(x0), x0)

t(x0) + x0
.

Differentiating another time, and using that y(t(x0), x0) = 0, we have

(125)

0 = (t′(x0) + 1)t′(x0) + (t(x0) + x0)t
′′(x0) + ( ∂̇y

∂x0
)(t(x0), x0)t

′(x0) +
∂2y
∂x2

0
(t(x0), x0)

= (t′(x0) + 1)t′(x0) + (t(x0) + x0)t
′′(x0) + u̇(t(x0), x0)t

′(x0) +
∂2y
∂x2

0
(t(x0), x0)

= (t′(x0) + 1)t′(x0) + (t(x0) + x0)t
′′(x0) + u(t(x0), x0))t

′(x0) +
∂2y
∂x2

0
(t(x0), x0)

and therefore:

(126) t′′(x0) = −
(t′(x0))

2 + 2t′(x0) +
∂2y
∂x2 (t(x0), x0)

t(x0) + x0

□

In view of Lemmma 4.9, as t(x0) + x0 = Q0(x0) > 0, Q′′
0(x0) < 0 if

(t′(x0))
2 + 2t′(x0) +

∂2y

∂x2
0

(t(x0), x0) > 0.

And by (124), this condition will be equivalent to

(
∂y

∂x0
(t(x0), x0))

2 − 2(t(x0) + x0)
∂y

∂x0
(t(x0), x0) + (t(x0) + x0)

2 ∂
2y

∂x2
0

(t(x0), x0) =

(u(t(x0), x0))
2 − 2x(t(x0), x0)u(t(x0), x0) + (x(t(x0), x0))

2v(t(x0), x0) > 0,

(127)

where (x(t, x0), y(t, x0), u(t, x0), v(t, x0)) are the solutions of system (120) with initial condition (x0, 0, 0, 0),
and t(x0) > 0 is such that y(t(x0), x0) = 0.

We need to prove that

f(x0) = (u(t(x0), x0))
2 − 2x(t(x0), x0)u(t(x0), x0) + (x(t(x0), x0))

2v(t(x0), x0) > 0, ∀x0 < 0

To this end, we need some technical lemmas:

Lemma 4.10. Consider the solutions of system (120) and t(x0) the time such that y(t(x0), x0) = 0.
Then one has that:

(128) u(t(x0), x0)− x(t(x0), x0) > 0, ∀x0 < 0

Proof. Calling w(t) = u(t, x0) − ẏ(t, x0) = u(t, x0) − x(t, x0) − y2(t, x0) we have that w(0) = u(0, x0) −
ẏ(0, x0) = −x0 > 0 and differentiating

ẇ = u̇(t, x0)− ÿ(t, x0) = 1 + 2y(t, x0)u(t, x0)−
∂

∂t
(x(t, x0) + y2(t, x0))

= 1 + 2y(t, x0)u(t, x0)− 1− 2y(t, x0)ẏ(t, x0) = 2y(t, x0)w

therefore

w(t) = −x0e
∫ t
0
2y(s,x0)ds ⇒

u(t, x0) = ẏ(t, x0)− x0e
∫ t
0
2y(s,x0)ds = x(t, x0) + y2(t, x0)− x0e

∫ t
0
2y(s,x0)ds(129)
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evaluating at t = t(x0) we obtain, using that x0 < 0:

u(t(x0), x0) = x0 + t(x0)− x0e
∫ t(x0)
0 2y(s,x0)ds ⇒ u(t(x0), x0)− x(t(x0), x0) = −x0e

∫ t(x0)
0 2y(s,x0)ds > 0

□

Lemma 4.11. Assume that for some x0 < 0 the function v(t(x0), x0) < 1. Then we have:

1 + 2x0

∫ t

0

u(s, x0)ds > 0, ∀0 ≤ t ≤ t(x0)

Proof. Let’s compute v(t, x0) using the expression for u(t, x0) obtained in (129):

v(t, x0) =
∂u

∂x0
(t, x0) =

∂ẏ

∂x0
(t, x0)− e

∫ t
0
2y(s,x0)ds[1 + 2x0

∫ t

0

u(s, x0)ds]

= u̇(t, x0)− e
∫ t
0
2y(s,x0)ds[1 + 2x0

∫ t

0

u(s, x0)ds](130)

= 1 + 2y(t, x0)u(t, x0)− e
∫ t
0
2y(s,x0)ds[1 + 2x0

∫ t

0

u(s, x0)ds]

Evaluating at t = t(x0) we have:

(131) v(t(x0), x0) = 1− e
∫ t(x0)
0 2y(s,x0)ds[1 + 2x0

∫ t(x0

0

u(s, x0)ds]

and therefore

v(t(x0), x0)− 1 = −e
∫ t(x0)
0 2y(s,x0)ds[1 + 2x0

∫ t(x0)

0

u(s, x0)ds]

The last equality gives:

v(t(x0), x0) < 1 ⇐⇒ 1 + 2x0

∫ t(x0)

0

u(s, x0)ds > 0

Moreover, as x0 < 0, for any 0 ≤ t ≤ t(x0) we have:

1 + 2x0

∫ t

0

u(s, x0)ds > 1 + 2x0

∫ t(x0)

0

u(s, x0)ds > 0

□

Lemma 4.12. Assume that for some x0 < 0 the function v(t(x0), x0) < 1. Then we have:

dv

dx0
(t(x0), x0) < 0

Proof. We differenciate the expression (131):

dv

dx0
(t(x0), x0) = −e

∫ t(x0)
0 2y(s,x0)ds

(
2y(t(x0), x0)t

′(x0) +

∫ t(x0)

0

2u(s, x0)ds

)[
1 + 2x0

∫ t(x0

0

u(s, x0)ds

]

− e
∫ t(x0)
0 2y(s,x0)ds

(
2

∫ t(x0)

0

u(s, x0)ds+ 2x0u(t(x0), x0)t
′(x0) + 2x0

∫ t(x0)

0

v(s, x0)ds

)

= −e
∫ t(x0)
0 2y(s,x0)ds

{∫ t(x0)

0

2u(s, x0)ds

[
1 + 2x0

∫ t(x0

0

u(s, x0)ds

]
+ 2

∫ t(x0)

0

u(s, x0)ds

+2x0u(t(x0), x0)t
′(x0) + 2x0

∫ t(x0)

0

v(s, x0)ds

}
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Observe that the terms involving the integral of u in this expression are positive because u is positive.

By lemma 4.11 we know that also the term 1 + 2x0

∫ t(x0

0
u(s, x0)ds is positive. Therefore, again using

that x0 < 0 we just need to check that:

(132) u(t(x0), x0)t
′(x0) +

∫ t(x0)

0

v(s, x0)ds < 0

to finish the proof.
To see (132) we use the expression (130):

u(t(x0), x0)t
′(x0) +

∫ t(x0)

0

v(s, x0)ds =

u(t(x0), x0)t
′(x0) +

∫ t(x0)

0

(
u̇(s, x0)− e

∫ s
0
2y(r,x0)dr

[
1 + 2x0

∫ s

0

u(r, x0)dr

])
ds

= u(t(x0), x0)t
′(x0) + u(t(x0), x0)−

∫ t(x0)

0

e
∫ s
0
2y(r,x0)dr

[
1 + 2x0

∫ s

0

u(r, x0)dr

]
ds

= u(t(x0), x0)(t
′(x0) + 1)−

∫ t(x0)

0

e
∫ s
0
2y(r,x0)dr

[
1 + 2x0

∫ s

0

u(r, x0)dr

]
ds < 0

Where the last inequality is a consequence of lemma 4.11, equation (114) and the fact that u(t(x0), x0) ≥
0. □

Now we are ready to prove that

Proposition 4.13. We have:

f(x0) = (u(t(x0), x0))
2 − 2x(t(x0), x0)u(t(x0), x0) + (x(t(x0), x0))

2v(t(x0), x0) > 0, ∀x0 < 0

Proof. By formula (115) we know that for small enough x0 ≤ 0 one has that f(x0) < 0. Suppose that
somewhere in {x < 0} the function f(x0) were positive. Let be x1 < 0, the first time where f(x1) = 0.
We would have

f(x1) = (u(t(x1), x1))
2 − 2x(t(x1), x1)u(t(x1), x1) + (x(t(x1), x1))

2v(t(x1), x1) = 0

Observe that we can write f(x1) = 0 as:

f(x1) = (u(t(x1), x1))− x(t(x1), x1))
2 + (x(t(x1), x1))

2(v(t(x1), x1)− 1) = 0

which can have a solution if:

(1) v(t(x1), x1) = 1 and u(t(x1), x1) = x(t(x1), x1) or
(2) v(t(x1), x1) < 1.
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Lemma 4.10 proves that the first possibility can not hold. Therefore, if f(x1) = 0 then v(t(x1), x1) < 1.
Let us now compute the derivative of f :

f ′(x0) =
d

dx0

(
u(t(x0), x0))

2 − 2x((t(x0), x0))u((t(x0), x0)) + (x(t(x0), x0))
2v(t(x0), x0)

)
(x0)

= 2u(t(x0), x0) [u̇(t(x0), x0))t(x0)
′ + v(t(x0), x0)]− 2 [1 + t′(x0)]u(t(x0), x0)

− 2x(t(x0), x0) [u̇(t(x0), x0))t(x0)
′ + v(t(x0), x0))] + 2x(t(x0), x0) [1 + t′(x0)] v(t(x0), x0))

+ x2(t(x0), x0)
dv

dx0
(t(x0), x0))

= 2u(t(x0), x0) [t(x0)
′ + v(t(x0), x0]− 2 [1 + t′(x0]u(t(x0), x0)

− 2x(t(x0), x0) [t(x0)
′ + v(t(x0), x0))] + 2x(t(x0), x0) [1 + t′(x0)] v(t(x0), x0))

+ x2(t(x0), x0)
dv

dx0
(t(x0), x0))

= 2u(t(x0), x0)v(t(x0), x0)− 2u(t(x0), x0)− 2x(t(x0), x0)t(x0)
′ + 2x(t(x0), x0)t

′(x0)v(t(x0), x0))

+ x2(t(x0), x0)
dv

dx0
(t(x0), x0))

= 2[v(t(x0), x0)− 1][u(t(x0), x0) + x(t(x0), x0)t(x0)
′] + x2(t(x0), x0)

dv

dx0
(t(x0), x0))

= x2(t(x0), x0)
dv

dx0
(t(x0), x0))

(133)

We know that f(x0) > 0 for small values of x0 < 0. If at some point x1 we have that f(x1) = 0 and
f(x0) > 0 for values of x1 < x0 < 0 then we should have that f ′(x1) > 0. But we have seen that
f(x1) = 0 only can happen if v(t(x1), x1) < 1 and in this case the previous computation and Lemma 4.12
gives us that

f ′(x1) = x2(t(x1), x1)
dv

dx0
(t(x1), x1)) < 0

which is a contradiction. Therefore, we have seen that f(x0) < 0, for any x0 < 0. □

The last proposition and formula (122) prove that Q′′(x0) = t′′(x0) < 0 and therefore Q̃′′(x0) < 0 for

any −L ≤ x0 < 0. This implies, going back to variables (η, u) that Q̃′′
0(η0) < 0 for any η ∈ [−M, 0), and,

by (112) Q′′
ε (x) < 0, for x ∈ [−Mε

2
3 ,−Mε

2
3 ].

4.3. The values of the bifurcation: proof of the last two items of Theorem 2.10.

Proof. In the scope of Theorem 2.10 and range of µ′s and δ′s in (36), we will seek the fixed points of the
map πe

µ,ε ◦ Qµ,ε as solutions of the system:

(134)

Qµ,ε(x) = (πe
µ,ε)

−1(x)
Q′

µ,ε(x) = ((πe
µ,ε)

−1)′(x)

x ∈ [πe
µ,ε(

√
2η0(0)ε

2
3 ), πe

µ,ε(σ
√
δ)] := I−1

In order to better understanding, through all these section we will denote πδ for πe
µ,ε and Qε for Qµ,ε.

From 26 it is straightforward to see that

(135) π−1
δ (x) =

1√
π′(0)

√
x2 + δ(π′(0)− 1) +O(δ)

To treat system 134 is better to scale its equations by η = x

ε
2
3
, as we did in 109:

Qε(x) = ε
2
3 Q̃ε(

x

ε
2
3

) = ε
2
3 Q̃ε(η)
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Figure 20. Bifurcation value x∗
0 as solution of system 142 as well of the equation

π′(0)Q̃0(η)Q̃′
0(η) = η

and we have formulas 111

Q̃ε(η) = Q̃0(η) +O(ε
1
3 ) Q̃ε

′
(η) = Q̃0

′
(η) +O(ε

1
3 ) Q̃ε

′′
(η) = Q̃0

′′
(η) +O(ε

1
3 ), η ∈ [−M,−M ]

To derive similar expressions for (πδ)
−1(x), we must also scale the δ parameter by

(136) δ̃ =
δ

ε
4
3

and we will have

(137) π−1
δ (x) = ε

2
3 π̃−1

δ

ε
4
3

(
x

ε
2
3

) = ε
2
3 π̃−1

δ̃
(η)

where I−1 has transformed to

Ĩ−1 :=[π̃δ̃(
√
2η0(0)), π̃δ̃(σ

√
δ̃)]

=[−
√

δ̃(1− π′(0)) + π′(0)2η20(0) +O(ε
2
3 ),−

√
1− π′(0)(1− σ2)

√
δ̃ +O(ε

2
3 )]

(138)

And now we have

(139) π̃−1

δ̃
(η) =

1√
π′(0)

√
η2 − (1− π′(0))δ̃ +O(ε

2
3 ) ,K2

2 ≤ δ̃ ≤ η20(0) +K1ε
1
3 , η ∈ Ĩ−1

In despite of its dependence on δ̃ we also denote by π̃−1
0 (η) = 1√

π′(0)

√
η2 − (1− π′(0))δ̃ and we have

the formulas

(140)

π̃−1

δ̃
(η) = π̃−1

0 (η) +O(ε
2
3 ) (π̃−1

δ̃
)′(η) = (π̃−1

0 )′(η) +O(ε
2
3 ) (π̃−1

δ̃
)′′(η) = (π̃−1

0 )′′(η) +O(ε
2
3 ), η ∈ Ĩ−1,

then system 134 reads:

(141)
Q̃0(η) +O(ε

1
3 ) = π̃−1

0 (η) +O(ε
2
3 ) = 1√

π′(0)

√
η2 + δ̃(π′(0)− 1) +O(ε

2
3 )

Q̃0
′
(η) +O(ε

1
3 ) = (π̃−1

0 )′(η) +O(ε
2
3 ) = 1√

π′(0)

η√
η2+δ̃(π′(0)−1)

+O(ε
2
3 )

Then we can treat this system with implicit function theorem. So we depart from the system
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Q̃0(η) =
1√
π′(0)

√
η2 + δ̃(π′(0)− 1)

Q̃′
0(η) =

1√
π′(0)

η√
η2 + δ̃(π′(0)− 1)

(142)

As Q̃0 is concave and 1√
π′(0)

√
η2 + δ̃(π′(0)− 1) is convex, in all η < 0, and

√
π′(0) > 1, system 142

has a unique solution (x∗
0, δ

∗
0). Also, from 142, x∗

0 is the solution of π′(0)Q̃0(η)Q̃′
0(η) = η (see Figure 20).

And as Q̃′′
0 < 0 and ( 1√

π′(0)

√
η2 + δ̃(π′(0)− 1))′′ > 0, and ∂

∂δ̃
( 1√

π′(0)

√
η2 + δ̃(π′(0)− 1)) ̸= 0, we can

apply the implicit function theorem and obtain solutions of system 141for ε small. Then going back to
the original variables we obtain the last two items of Theorem 2.10 □

4.4. Proof of Propositions 3.3 and 3.4. First we prove Proposition 3.3.
Observe that Γα is tangent to Sα at (0, α). Therefore, using the map D studied in Lemma 4.6 around

this point, we have that, as:

πα(α+D(x)) = α− π′
α(α)

a

2
x2 + ... = α− π′(0)

a

2
x2 + ...

where the dots indicate terms of higher order in x, and therefore:

π̃(x) = D−1(πα(α+D(x))− α) = x
√
π′(0) + ...

which gives

(π̃)′(0) =
√

π′(0)

□
The rest of this section is devoted to prove the Proposition 3.4. Therefore, from now on in this section,

we consider µ and α related by (59) and (60).
In this case the Poincaré map Pµ:

Pµ : [A′
µ, 0]× {y = α} ⊂ S−

α → S−
α

will be constructed as a combination of two maps: an exterior return map πe, and the “interior” hysteretic
map Ph. More concretely, consider the maps:

πe : [Eµ, 0]× {y = α} → [A′
µ, 0]× {y = α}

(x, α) 7→ (πe(x), α)
(143)

defined following the flow of X+ = Xµ until its first cut with S−
α , and

Ph : [A′
µ, Eµ]× {y = α} → [Aµ, 0]× {y = α}

(x, α) 7→ (Ph(x), α)
(144)

defined by the hysteretic process determined by the fields X+ = Xµ and X− = (0, 1) and computed in
the next Lemma.

Lemma 4.14. Take µ = µ1(α) as (59) with σ1 satisfying (60). Then, the map

Ph : [A′
µ, Eµ]× {y = α} → [Aµ, 0]× {y = α}

(x, α) 7→ (Ph(x), α)

is given by

Ph(x) = −
√
−2α+ x2 +O(α),
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Moreover:

A′
µ = −

√
α[σ1((π0)′(0)− 1) + (π0)′(0) + 1] +O(α)(145)

Eµ = −
√
2α+O(α), Ph(Eµ) = 0, lim

x→E−
µ

Pµ(x) = 0(146)

Aµ = Ph(A′
µ) = −

√
−2α+ (A′

µ)
2 +O(α) = −

√
α(σ1 + 1)((π0)′(0) + 1) +O(α)(147)

Proof. Observe that the map Ph(x1) = x2 if the flow byX+
µ through (x1, α) intersects y = −α at (x2,−α)

(recall that the vector field X− = (0, 1)T ). We will compute the point x2 in two steps.

• First we compute the point (0, y1) where the orbit through (x1, α) intersects x = 0.
• Second we will compute the point (x2,−α) where the backward orbit through (0, y1) intersects

y = −α.

To compute these points we will focus on the tangency point (0,−α). Through the change ȳ = y+α this
tangency becomes (0, 0).

The point (0, ȳ1), with ȳ1 = y1+α, will be given by ȳ1 = g(x1) where the map g is given in Proposition
4.2 with δ = 2α, and therefore:

ȳ1 = g(x1) = 2α− x2
1 +O(α

3
2 )

Analogously, the point (x2, 0), will be given by D(x2) = ȳ1, where D is the map given in Lemma 4.6,
and therefore:

ȳ1 = D(x2) = −(
a

2
+O(α))x2

2 +O(x3
2)

note that in our case (see (5)) a = 2 and therefore equalizing the two formulas

2α− x2
1 +O(α

3
2 ) = (1 +O(α))x2

2 +O(x3
2)

which gives

x2 = Ph(x1) = −
√
−2α+ x2

1 +O(α)

Finally, as the point Eµ satisfies that Ph(Eµ) = 0, we have that

Eµ = −
√
2α+O(α).

Observe that using the Poincaré map πµ and the map g−1 we can compute the point A′
µ:

πµ(−α) = πµ(µ) + (πµ)
′(µ)(−α− µ) +O((−α− µ)2)

= µ+ (π0)
′(0)(−α− µ) +O((−α− µ)2) = −α[σ1((π0)

′(0)− 1) + (π0)
′(0)] +O(α2) < −3α

A′
µ = g−1(πµ(−α) + α) = −

√
α− πµ(−α) +O(α)

= −
√
α[σ1((π0)′(0)− 1) + (π0)′(0) + 1] +O(α)

Finally, the point (Aµ, α) is given by:

Aµ = Ph(A′
µ) = −

√
−2α+ (A′

µ)
2 +O(α)

= −
√

−2α+ α [σ1((π0)′(0)− 1) + (π0)′(0) + 1] +O(α)

= −
√

α(σ1 + 1)((π0)′(0) + 1) +O(α)

□

To compute the image of the points in [Eµ, 0], fist we need to compute the map π̃ in the following
lemma:

Lemma 4.15. Take µ = µ1(α) as (59) with σ1 satisfying (60). Then, the map

π̃ : [Eµ, 0]× {y = α} → [A′
µ, Bµ]× {y = α} ⊂ Sα

−
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where Eµ and A′
µ are given in (146) and (145) respectively and Bµ = π̃(0), is given by

π̃(x) = −
√
(α− µ)(1− (π′)(0)) + (π′)(0)x2(1 +O(

√
α) +O(α)

= −
√
α(σ1 − 1)((π′)(0)− 1) + (π′)(0)x2(1 +O(

√
α) +O(α)

and Bµ, satisfies Aµ < Bµ < Eµ.

Proof. Observe that π̃ = D−1 ◦πµ ◦D where D(x) is the map associated to the fold at (α, 0) and is given
through the formulas given in Lemma 4.6 after the change ȳ = y − α:

D(x) = α− (1 +O(α))x2 +O(x3)

D−1(y) = −
√
α− y +O(α

√
α− y, α− y)

Therefore, as x ∈ [Eµ, 0] satisfy x = O(
√
α), we have:

D(x) = α− x2(1 +O(
√
α)) = O(α)

therefore, using the Taylor expansion of πµ around y = µ:

πµ(D(x)) = µ+ (π′)(0)(D(x)− µ) +O((D(x)− µ)2)

= µ+ (π′)(0)
(
α− x2(1 +O(

√
α))− µ

)
+O(α2) = O(α)

Finally:

π̃(x) = −
√
α−

[
µ+ (π′)(0)

(
α− x2(1 +O(

√
α))− µ

)]
+O(α)

= −
√
(α− µ)(1− (π′)(0)) + (π′)(0)x2(1 +O(

√
α) +O(α)

= −
√
α(σ1 − 1)((π′)(0)− 1) + (π′)(0)x2(1 +O(

√
α) +O(α)

which gives, using that Bµ = π̃(0):

(148) Bµ = −
√
α(σ1 − 1)((π′

0)(0)− 1) +O(α)

using the expression of Aµ given in (147) one easyly gets that Aµ < Bµ and using the definition of σ1 in
(59) one gets Bµ < Eµ were Eµ is given in (146). □

With Lemmas 4.14 and 4.15 we can prove Proposition 3.4.

Proof. The formulas of the Poincaré map in the different intervals are a direct consequence of the formulas
for Ph and π̃ given in lemmas 4.14 and 4.15.

As Pµ(Aµ) = Ph(Aµ) clearly Aµ < Pµ(Aµ). The second inequality is just a calculation using the
formulas for Pµ(Aµ) and Pµ(0) and using that σ1 > 0 and (π)′(0)− 1 > 0.

The inequality Pµ(0) < Eµ is satisfied provided:

σ1((π)
′(0)− 1) > 3 + (π)′(0)

but the condition for σ1 in (63) and the fact that (π)′(0) > 1 implies this inequality because:

σ1((π)
′(0)− 1) > 2(π)′(0) + 2 > (π)′(0) + 3

Clearly the derivative in positive everywhere except at x = 0. □
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44 C. BONET REVÉS AND T. M- SEARA

References
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