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Abstract. In this paper we analyse the global behaviour of the whole set of ejection orbits in the planar circular RTBP. We consider ejection from the big or the small primary, that is we take the mass parameter $\mu$, the mass traditionally associated with the small primary, in a range of values $\mu \in (0, 1)$ (the other primary has mass $1 - \mu$). A discussion on the relation between the Lyapunov periodic orbit around the collinear equilibrium point $L_1$ and the ejection orbits is carried out in the range of values of the Jacobi constant such that the associated Hill regions permit only a bounded movement. In particular a chaotic infinity of heteroclinic connections between a primary and the $LPO_1$ are obtained. As a consequence a chaotic infinity of ejection-collision orbits is also derived. Finally, 2D plots, called colour code diagrams, allow to describe the global dynamics of the ejection orbits given a range of time. Such diagrams provide a very accurate understanding of the dynamics of the orbits under discussion.

1 Introduction

This paper considers the planar circular Restricted three-body problem (RTBP), which consists in describing the motion of a particle submitted to the gravitational forces of two point massive bodies (called primaries $P_1$ and $P_2$) that describe circular orbits around their common centre of mass. It is well known that in a suitable system of coordinates the motion of the particle is described by a system of ODE (given in Section 2). Such a system has a first integral, the so called Jacobi first integral, and we will denote by $C$ the constant value along each solution. Moreover the system has five equilibrium points: the so called collinear ones $L_i$, $i = 1, 2, 3$ and the triangular ones $L_i$, $i = 4, 5$.

Although the RTBP has been extensively studied as inspiration for many theoretical analysis and numerical simulations (even as a first approximation model in different real missions), this problem is very rich from the dynamics point of view and it is far from being well understood.

In this paper we focus on the so called ejection (collision) orbits, that is orbits described by the particle that starts ejecting from a primary. It is well known that an ejection (collision) between the particle and a primary is a singularity of the system of ODE governing the motion of the particle. So a regularization strategy is required to remove the singularities and obtain a regular system of ODE. Several approaches can be done (see [7], [9], [29] and [30]) but from the computational point of view, Levi-Civita regularization proves to be a good choice.

At this point two remarks must be done: (i) the Levi-Civita regularization is done for a given fixed value of $C$. (ii) It is a local regularization that removes one singularity (and the other one remains).

This implies that when following the trajectory of a particle that visits a region around (or collides with) each primary, then we need to apply one regularization or the other one depending on the region the particle moves in. So the numerical integration of three different system of ODE (around each primary and far from each of them with the usual synodical variables and time) is required. In particular, with this strategy we can consider not only ejection (collision) orbits but also, ejection-collision (EC) orbits, that is trajectories where the particle ejects from a primary and after an excursion collides with a primary (which can be or not the same one).
In this context a natural definition in the literature is the so called \( n \)-EC orbit, that is, a trajectory that ejects from a primary and after \( n \) far passages (maxima in the distance with respect to that primary) collides with it.

We mention the analytical papers [6], [14] and [15] devoted to the existence of EC orbits in the particular case \( n = 1 \). Even some partial results are provided in the planar elliptic case, [17], and [27], and in the the spatial RTBP, [16]. And concerning numerical results, in [4], [10] and [11] the authors compute some particular EC orbits that appear when doing the continuation of families of periodic orbits.

However, dealing with the \( n \)-EC orbits for \( n > 1 \), as far as we know, only few papers can be mentioned. On the numerical side, [23] and [24], where the authors compute, analyse and describe the continuation of families of \( n \)-EC orbits for \( n = 1, \ldots, 25 \) and do compare the pros and cons of taking into account the Levi-Civita regularization versus the McGehee’s one.

Concerning the analytical proof of existence of families of \( n \)-EC orbits for \( n > 1 \), the only paper we know of is [25], where, by means of a perturbative approach and using the Levi-Civita regularization, the authors prove the existence of four families for the mass parameter \( \mu > 0 \) small enough and \( C \) big enough.

From the point of view of astronomical applications, a great variety of papers including ejection orbits appear. Typically such papers consider just a particular value of the mass parameter. Just to mention a few, ejection orbits allow to explain a mechanism of transfer of mass in binary stars systems (see [12], [19], [28] and [31]), or to analyse regions of capture of irregular moons by giant planets (see [1]) or to study temporary capture (see most recently [26] and references therein), or the formation of Kuiper -belt binaries by means of multiple encounters with low-mass intruders (see [2]).

A different approach regarding the probability of crash motion when taking into account a big set of initial conditions and a particular range of time for a \( \mu \) given and varying \( C \) is analysed in [20] and [21]. We do observe that ejection/collision orbits also play an important role in other physical problems rather than astronomy or celestial mechanics. For example in atomic physics, we mention the hydrogen atom submitted to a circularly polarized microwave field, where the ejection collision orbits (in this case between the electron and the nucleus) allow to explain a mechanism for ionization. See [5] and [22].

In this paper, we want to analyse numerically the behaviour (evolution) of the whole set of ejection orbits, which can be EC orbits or not, for a finite range of time, for a \( \mu \) given and a value of the Jacobi constant \( C \). So the starting initial condition is always ejection from a primary. Actually this analysis is done for any value of \( \mu \in (0,1) \), that is, we consider the both cases: ejecting either from the big or small primary.

More precisely, let us denote \( C_{L_i} \) the value of the Jacobi constant at the equilibrium point \( L_i \) of the system of ODE (given in Section 2). We will take \( C \in [C_{L_{2,3}}, C_{L_1}] \), where \( C_{L_{2,3}} \) refers to \( C_{L_2} \) if \( \mu \in (0,0.5) \) (the equilibrium point \( L_2 \) is located on the left hand side of the small primary on the negative \( x \)-axis) and to \( C_{L_3} \) if \( \mu \in [0.5,1) \) (the equilibrium point \( L_3 \) is located on the right hand side of the small primary on the positive \( x \)-axis). The reasons for that choice are the following: for bigger values of \( C \), the bounded Hill’s regions of motion (where the motion of the particle is possible) are simply two close circle-like shaped regions, each one around each primary, so no possible interaction or transit from the region around one primary and the region around the other primary is possible, and the ejection orbits are pretty simple. However, for any \( C \in [C_{L_{2,3}}, C_{L_1}] \), the Hill’s region allows to move from a region around one primary to a region around the other one. Moreover, there exists a Lyapunov periodic orbit around \( L_1 \), denoted by \( \text{LPO}_1 \). This periodic orbit and its invariant stable and unstable manifolds will play an essential role, not only to explain transition between the two regions, but also, to find infinities of heteroclinic orbits connecting the ejection and the periodic orbit, on one hand, to compute also infinities of EC orbits, on the other hand, and moreover, infinities of
homoclinic orbits to the $LPO_1$. The interaction among these infinities, and the effects on the ejection orbits result in a chaotic classification of the dynamical behaviour of the ejection orbits. We also remark that other periodic orbits in this same level of fixed $C$ exist and do interfere with the ejection orbits. For smaller values of $C < C_{L_2}$, the Hill’s region allows to connect the ejection with the infinity and there appear other Lyapunov and other kind of periodic orbits and, therefore, the dynamics gets much more complicated.

So, focused on the description of the behaviour of the ejection orbits, our main goal on this paper is threefold: first, to describe big sets of ejection orbits from one primary that transit to the region around the other primary. A key role in this transition is played by the heteroclinic connections between one primary and the $LPO_i$, denoted by $P_i - LPO_i$, $i = 1$ or $2$. Two main important consequences are explained: such heteroclinic connections act as barriers of transition regions and, moreover, allow to classify the geometrical trajectory of the ejection (collision) orbits. Second, although in principle the classification seems clear to apply, we show that this is not the case at all, due to the existence of a chaotic infinity of heteroclinic connections $P_i - LPO_1$. We explain how this chaotic infinity is generated. Third, for a $\mu > 0$ given and $C$ fixed, we want to visualize the trajectory that an ejection orbit will describe for a finite range of time, for any ejection orbit. That is, the key point is that this description will be done by means of 2D colour code diagram plots, which contain the global dynamics of the whole set of individual ejection orbits. All the ingredients described before appear in these meaningful 2D plots that provide a global perspective.

The paper is organized in such a way that the complexity of the dynamical phenomena analysed along the paper is progressively described. In Section 2, we recall some properties of the planar circular RTBP, that will be used along the paper. Section 3 is devoted to the Levi-Civita regularization. Although it is well known in the literature, we recall the system of ODE obtained with these Levi-Civita variables and suitable time. So Sections 2 and 3 provide the necessary preliminaries to start all the numerical simulations and we can deal with any ejection/collision with either one of the primaries. We also provide the initial conditions for ejection/collision orbits. We will show that, fixed $\mu$ and $C$, an ejection orbit is determined simply by an initial angle denoted by $\theta_0 \in [0, \pi)$. In Section 4 and 5, we discuss the role of the Lyapunov periodic orbit $LPO_1$ and its stable and unstable manifolds and their interaction with the ejection orbits. A first effect of this interaction is that the existence of heteroclinic connections $P_i - LPO_1$ allows to classify (for a finite range of time) the trajectory described by one ejection orbit. This classification will take into account two properties: if the particle (that ejected from $P_1$) describes a number $n$ of close approaches to that primary and if it visits the region around the other primary $P_2$ (we will say a transit orbit) or if it does not and remains on the same region around $P_1$ (a non transit orbit). We will show that the barrier that separates transit and non transit orbits will be given by the heteroclinic connections $P_i - LPO_1$, that is, by intervals of values of $\theta_0$, called transition intervals, whose end points are specific values of angles $\theta_0$ corresponding to heteroclinic connections. As a first simple description, we discuss big transition intervals. However, this simple description is apparent since the existence of infinitely many heteroclinic connections make the discussion of transition intervals much more involved. So in Section 4, besides big transition intervals, we also introduce the effect of a finite number of heteroclinic connections. Once this effect is explained, Section 5 is aimed at the generalization of the previous discussion: there appears not a finite number of heteroclinic connections but a chaotic infinity of heteroclinic connections $P_i - LPO_1$. Now the discussion is more intricate. We explain the mechanism to generate such infinity which relies in particular on the existence of (also infinitely many) homoclinic orbits to the $LPO_1$. Another relevant consequence of such infinities is that there is also a chaotic infinity of ejection collision (EC) orbits. The generation of such EC orbits is also discussed in Section 5. So far, the main ingredients that explain the rich phenomena concerning the dynamical behaviour of the ejection orbits is accomplished. Finally the purpose of Section 6 is to provide a 2D plot which contains the dynamical behaviour (for a finite range of time) of the whole set of ejection orbits, for the mass parameter $\mu \in (0, 1)$ and $C$ given. We call such 2D plot as colour code diagram plot. Such plot can be regarded as a global picture of the ejection dynamics. Therefore the results described in Sections 4 and 5 are collected and are visible in such 2D plots.
We end the paper drawing some conclusions.

Finally, we remark that all the computations have been done using double precision and the numerical integration of the systems of ODE has been done using an own implemented Runge-Kutta (7)8 integrator with an adaptive step size control described in [8] and a Taylor method implemented on a robust, fast and accurate software package in [13].

2 The planar RTBP

We describe some properties of the RTBP which are necessary for the remaining part of the paper.

As it is well known, the goal of the planar circular, restricted three-body problem (RTBP) is to analyse the motion of a particle of infinitesimal mass, that moves on the same plane and under the gravitational influence of two massive bodies \( P_1 \) and \( P_2 \), called primaries, that are assumed to describe circular orbits around their common centre of mass (located at the origin). In order to deal with an autonomous system of ordinary differential equations, it is quite common to consider (i) a system of coordinates \((x, y)\) that rotates with the primaries (called rotating or synodical system), and (ii) suitable units of time, mass and length such that the primaries have masses \(1 - \mu\) and \(\mu\), \(\mu \in (0, 0.5]\), their positions are fixed at \((\mu, 0)\) and \((\mu - 1, 0)\), respectively, and the period of their motion is \(2\pi\). We remark that typically, since \(\mu\) is taken in \((0, 0.5]\), the big primary is located on the positive \(x\) axis and the small one on the negative \(x\) axis. However in this paper we will extend the value of \(\mu \in (0, 1)\), so for \(\mu \in (0.5, 1)\), the location of the primaries changes to the opposite side. With these assumptions, the equations of motion for the particle in the synodical system are given by

\[
\begin{align*}
\ddot{x} - 2\dot{y} &= \Omega_x(x, y) \\
\ddot{y} + 2\dot{x} &= \Omega_y(x, y),
\end{align*}
\]

where \(\dot{\cdot} = d/dt\) and

\[
\Omega(x, y) = \frac{1}{2}(x^2 + y^2) + \frac{1 - \mu}{\sqrt{(x - \mu)^2 + y^2}} + \frac{\mu}{\sqrt{(x - \mu + 1)^2 + y^2}} + \frac{1}{2}\mu(1 - \mu)
\]

(2)

with \(r_1 = \sqrt{(x - \mu)^2 + y^2}\) and \(r_2 = \sqrt{(x - \mu + 1)^2 + y^2}\). So, the equations become singular when \(r_1\) or \(r_2 \to 0\). The crucial aim of this paper is to study the orbits that eject or collide with one primary, that is \(r_1 = 0\) or \(r_2 = 0\).

We also shortly recall the following properties of system (1) (see [30] for details)

1. There exists a first integral, known as Jacobi integral, defined as

\[
C = 2\Omega(x, y) - \dot{x}^2 - \dot{y}^2
\]

(3)

2. The equations of motion satisfy a reversibility

\[
(t, x, y, \dot{x}, \dot{y}) \rightarrow (-t, x, -y, -\dot{x}, \dot{y}).
\]

(4)

This can be viewed as a geometrical symmetry: for any solution \((x(t), y(t), \dot{x}(t), \dot{y}(t))\) of (1), forward in time, there exists another solution, backwards in time, \((x(-t), -y(-t), -\dot{x}(-t), \dot{y}(-t))\). So, given a trajectory for the particle in the configuration space \((x, y)\), there exists another one which is symmetric with respect to the \(x\) axis. We remark that there is an additional obvious symmetry when \(\mu = 0.5\), that is the two primaries have equal mass.
3. System (1) has the well known 5 equilibrium points: the collinear ones $L_i$, $i = 1, 2, 3$, and the triangular ones $L_i$, $i = 4, 5$. On the plane $(x, y)$, $L_{1,2,3}$ are located on the $x$ axis, with $x_{L_2} < \mu - 1 < x_{L_1} < \mu < x_{L_3}$ and $L_{4,5}$ forming an equilateral triangle with the primaries. We will keep this notation for any value of $\mu \in (0, 1)$.

![Figure 1: Hill regions for $C = C_{L_1}$ (left) and for $C_{L_2} < C < C_{L_1}$ (right).](image)

4. From the Jacobi integral and taking into account that $2\Omega(x, y) - C \geq 0$, given a value of the Jacobi constant $C$, the motion can only take place in the Hill’s region defined by

$$\mathcal{R}(C) = \{(x, y) \in \mathbb{R}^2 | 2\Omega(x, y) \geq C\}.$$  \hspace{1cm} (5)

We denote by $C_{L_i}$ the value of $C$ at $L_i$, $i = 1, \ldots, 5$, and it is also known that the topology of the Hill’s regions vary with $C_{L_i}$. In this paper we will consider the range of $C \geq C_{L_2,3}$. We show in Figure 1 the topology of the Hill’s regions considered.

5. Applying Lyapunov’s Theorem (see [18]), it is well known that for $C < C_{L_i}$, $i = 1, 2, 3$ there exists a one parameter family of periodic orbits, called Lyapunov periodic orbits around $L_i$, $i = 1, 2, 3$, and parametrized by $C$. We will denote by $LPO_i$, $i = 1, 2, 3$ the associated Lyapunov periodic orbit for a given suitable $C$.

![Figure 2: Left. Branches $W^{\pm, \pm}$ and $W^{\pm, \pm}$ of a $LPO_1$; projection $(x, y)$. Right. Maximum eigenvalue of the monodromy matrix (in colour) when varying $\mu \in (0, 1)$ and $C \in [C_{L_2,3}, C_{L_1})$.](image)

A natural question that arises is if there is a relation between the $LPO_i$ and the ejection/collision orbits. The answer is definitely yes, the ejection/collision orbits may have different kind of trajectories explained because of the invariant manifolds of the $LPO_i$. To illustrate it we will consider the range
\( C \in [C_{L_2,3}, C_{L_1}) \) and study the periodic orbit \( LPO_1 \), its invariant manifolds and their interaction with the ejection/collision orbits. An immediate consequence of this interaction is that ejection orbits eject from one primary, get close to the \( LPO_1 \) and do transit to the region around the other primary or do not and bounce back to the same region of the primary the particle ejected from. This is a crucial point on this paper.

Going into detail, recall that to determine the stability/instability of a periodic orbit, we just need to compute the eigenvalues of the monodromy matrix (the fundamental matrix of the variational equations along the periodic orbit up to a period). It is also well known that the \( LPO_i \) are unstable (such eigenvalues are \( 1, 1, \lambda, 1/\lambda \), with \( \lambda > 1 \)) at least for a suitable range of \( C \) close to \( C_{L_i}, i = 1, 2, 3 \). Applying the theorem of stable/unstable manifolds (see for example \([18] \)), the existence of 2D invariant manifolds associated with each \( LPO_i \) is guaranteed. We will focus on the \( LPO_1 \) and will discuss how the associated 2D invariant manifolds explain why orbits that eject from one primary remain on the same region or visit a region around the other primary. We will denote by \( W^{u,+}, W^{u,-} \) (similarly \( W^{s,+}, W^{s,-} \)) the branches of the unstable (stable) manifolds that start asymptotically forward (backward) in time on the right or left hand side of the periodic orbit respectively (see Figure 2); we will call them positive and negative branch respectively. As already mentioned we will consider the range of values of \( C \in [C_{L_2,3}, C_{L_1}) \), so only the periodic orbit \( LPO_1 \) and its associated manifolds will be taken into account. Such orbit is highly unstable; we plot in Figure 2 the maximum real eigenvalue \( \lambda > 1 \) of the \( LPO_1 \) for any value of \( \mu \in (0, 1) \) (on the \( x \) axis) and the range \( C \in [C_{L_2,3}, C_{L_1}) \) (on the \( y \) axis). We remark that such eigenvalue is large (approximately between 2000 and 4000) for all \( \mu \in (0, 1) \).

3 The Levi-Civita regularization and ejection/collision orbits

3.1 Levi-Civita regularization

In order to deal with the singularity of the each primary \((r_1 = 0 \text{ or } r_2 = 0)\) we must consider a regularization of the system of ODE to transform such singularities to regular points. Different possibilities may be taken into account: either global regularizations (that regularize both collisions with the primaries) or local ones (only regularizes one of them). We have chosen the local option because it is more efficient from the numerical point of view, and our purpose on this paper is to do massive numerical simulations. Even, within the local option, there are different possibilities. We refer to \([24]\) for a discussion between McGehee’s and Levi-Civita’s choices. The main conclusion of that paper is that, from a numerical point of view, Levi-Civita is the best choice. So along the paper we consider Levi-Civita (local) regularization that allows to transform the singular system of ODE to a regular one (locally around each of the primaries). The well known transformation of coordinates and time (see \([30]\)) is given by:

\[
\begin{align*}
x &= a + u^2 - v^2 \\
y &= 2uv \\
\frac{dt}{ds} &= 4(u^2 + v^2)
\end{align*}
\]
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where \( a = \mu \) or \( a = \mu - 1 \) in order to regularize the collision with the primary \( P_1 \) or \( P_2 \) respectively. The system (1), regularizing the collision with the primary \( P_1 \), becomes:

\[
\begin{cases}
    u'' - 8(u^2 + v^2)v' = (4U(u^2 + v^2))_u \\
    = 4\mu u + 16\mu u^3 + 12(u^2 + v^2)^2u + \frac{8\mu u}{r^2} - \frac{8\mu u(u^2 + v^2)(u^2 + v^2 + 1)}{r^2} - 4Cu \\
    v'' + 8(u^2 + v^2)v' = (4U(u^2 + v^2))_v \\
    = 4\mu v - 16\mu v^3 + 12(u^2 + v^2)^2v + \frac{8\mu v}{r^2} - \frac{8\mu v(u^2 + v^2)(u^2 + v^2 - 1)}{r^2} - 4Cv
\end{cases}
\]

where \( \prime = d/ds \) and

\[
U = \frac{1}{2} \left[ (1 - \mu) (u^2 + v^2)^2 + \mu ((1 + u^2 - v^2)^2 + 4u^2v^2) \right] + \frac{1 - \mu}{u^2 + v^2} + \frac{\mu}{2} - \frac{C}{2},
\]

with \( r^2 = \sqrt{(1 + u^2 - v^2)^2 + 4u^2v^2} \). The system of ODE is now regular everywhere except at the collision with the small primary \((r^2 = 0)\). Similarly we obtain the corresponding system of ODE regularizing the collision with the primary \( P_2 \) (not written explicitly on the paper).

We remark that the system of ODE (7) makes sense for each value of a Jacobi constant \( C \) fixed. So, in order to take an initial condition of this system, we will take \((u(0), v(0), u'(0), v'(0), C(0))\). However, for all the coming computations we will actually consider system (7) removing the last equation in \( C \), and we will consider the corresponding solution for a fixed \( C \) and initial condition given simply by \((u(0), v(0), u'(0), v'(0))\).

**Figure 3**: \( C = 3.53 \mu = 0.2 \), Hill’s region in Levi-Civita coordinates \((u, v)\) regularizing the collision with \( P_1 \) (left), regularizing the collision with \( P_2 \) (right) and in synodical \((x, y)\) coordinates. The light gradient of colours represents the angle with respect to the position of the first primary (for \( x \geq x_{L_1} \)) and the dark gradient represents the angle with respect the second primary (for \( x < x_{L_1} \)) in the synodical coordinates. As we can see, the configuration space is doubled.

In this system of reference, the previous properties of the RTBP are written correspondingly (see [25] for details). Just let us mention that each point in \((x, y)\) coordinates is mapped to two points in \((u, v)\) coordinates (see Figure 3) and the equations of motion in Levi-Civita variables satisfy the following symmetries:

\[
(s, u, v, u', v') \rightarrow (s, -u, -v, -u', -v') \quad (8a)
\]

\[
(s, u, v, u', v') \rightarrow (-s, -u, v, u', -v') \quad (8b)
\]
Concerning the numerical simulations, we point out two comments: (i) we typically proceed as follows: outside a small neighbourhood of each primary, we use synodical coordinates \((x, y)\) and the usual time \(t\). Whenever we are inside a small neighbourhood of one primary, we consider the suitable Levi-Civita coordinates \((u, v)\) and the corresponding local time \(s\). See Figure 4. (ii) Thus, we consider 3 different times, a global time \(t\) when working with synodical coordinates \((x, y)\) and a variable \(s\) when dealing with the Levi-Civita coordinates, (so actually two different times depending on which local regularization we are considering). So the system of ODE in Levi-Civita coordinates that we take into account is 6-dimensional, 4 ODE for \((u, v, u', v')\) plus 2 additional ODE on the other two additional times with respect which we do not integrate (for example if we integrate the system of ODE around the big primary, we also integrate the time \(t\) and the other time \(s\) of the regularization around the small primary). This will be specially useful in Section 6, when describing a global evolution of ejection orbits.

![Figure 4](image-url)  
Figure 4: \(\mu = 0.2, C = 3.8\). The motion will be considered on the blue region and in synodical \((x, y)\) coordinates, except in a neighbourhood of each primary (green and red areas) where the corresponding Levi-Civita regularization is carried out.

### 3.2 Ejection/collision orbits

The key goal of this paper is to describe the dynamics of the orbits ejecting from (or colliding with) one primary.

First let us describe how we compute such orbits: given a value of \(\mu\) and \(C\), we consider Levi-Civita coordinates \((u, v, u', v')\), and take initial conditions at \(s = 0\)

\[
(0, 0, u_0', v_0')
\]

with \(u_0' = 2\sqrt{2(1 - b)} \cos \theta_0, v_0' = 2\sqrt{2(1 - b)} \sin \theta_0\), varying \(\theta_0 \in [0, \pi]\), where \(b = \mu\) or \(\mu - 1\) if we eject from \(P_1\) or \(P_2\) respectively, and we integrate forward (backward) in time system (7) in order to obtain the ejecting (colliding) orbits. So each ejection (collision) orbit will be identified by a value of \(\theta_0\), since its initial condition is determined from it, for \(C\) fixed. As a whole set of ejecting (colliding) orbits, varying \(\theta_0 \in [0, \pi]\), we deal with a 2D manifold of ejecting (colliding) orbits. We will denote by \(W^e(P_i)\) and \(W^c(P_i)\), \(i = 1, 2\) the corresponding 2D manifolds. We observe that we will keep the terminology of 2D manifolds (by similarity to McGehee regularization, see [24]) although in Levi-Civita variables, the collision point is a regular non equilibrium point.

At this point it is important to remark that the numerical computations along the paper will be done
for $\mu \in (0,1)$, this means that we are analysing the dynamics of both cases, ejecting orbits from (colliding orbits to) the big primary (for $\mu \in (0,0.5)$) or the small primary (for $\mu \in (0.5,1)$). More precisely, when $\mu \in (0,0.5)$, the big primary is located at $(\mu,0)$ and the small one at $(\mu-1,0)$, whereas for $\mu \in (0.5,1)$, the big one is at $(\mu-1,0)$ and the small one at $(\mu,0)$. When $\mu = 0.5$, both primaries have the same mass, so the dynamics analysed with respect to one primary is exactly the same with respect to the other one.

Once we have the main setting and we are able to compute ejection (collision) orbits, a main question, as mentioned in the Introduction, arises: How do ejection orbits behave? That is, given a primary we are regularizing), a minimum in the (square) distance $d^2 = (u_1 - u_2)^2 + (v_1 - v_2)^2$ is achieved so the conditions $f(u) = uu' + vv' = 0$ and $f'(u) = 2u + 2v$ are satisfied.

In Figure 5 left, and for $\mu = 0.5$, $C = C_{L_2}$, we show in red big regions (the $(x,y)$ projection) of ejection orbits from $P_1$ that after $n$ close passages around $P_1$ (for $n = 0,1,2,3$) cross $\Sigma$ defined by $x = 0.1$.

A natural question arises: how do we find such big regions? The answer is through the heteroclinic connections between a primary and the $LPO_1$, denoted by $P_i - LPO_1$, $i = 1,2$. We will call a heteroclinic connection $P_i - LPO_1$, $i = 1$ or 2, the orbit that ejects from $P_i$, $i = 1$ or 2, and ends asymptotically in the $LPO_1$.

So, first of all, let us compute those possible heteroclinic connections between a primary and the $LPO_1$, such that the particle, after ejecting from a primary, describes $n$ close passages around it and goes directly to the $LPO_1$ where it ends asymptotically.

We describe how to compute a heteroclinic connection $P_1 - LPO_1$, (we proceed similarly for the other case, $P_2 - LPO_1$). Since a heteroclinic connection $P_1 - LPO_1$ is an orbit that belongs to $W^+(P_1) \cap W^-(LPO_1)$, the numerical strategy to compute such connections, given $\mu > 0$ and for a fixed value of $C$, consists, roughly speaking, in the following steps: to compute the 2D manifold $W^-(LPO_1)$ (one of the two possible branches) up to a given Poincaré section $\Sigma$, giving rise to a curve denoted by $\gamma_\alpha$ (see for example [3] for more details and references therein); to compute the 2D manifold

---

**4 Transit Regions**

A main goal in this Section is to study big regions of ejection-transit orbits. This means big sets of orbits where the particle ejects from one primary and, in a natural way, crosses a Poincaré section $\Sigma$ (defined by $x = \text{const}$) and goes to the region where the other primary is located. In order to somewhat classify the ejecting orbits, we will distinguish among the ejection orbits that, after describing $n$ close passages around the primary $P_i$ (from which the orbit started) cross the section $\Sigma$. Numerically, the condition of close passage means that, in the suitable Levi-Civita coordinates (depending on the primary we are regularizing), a minimum in the (square) distance $u^2 + v^2$ is achieved so the conditions $f(u) = uu' + vv' = 0$ and $f'(u) = 2u + 2v$ are satisfied.

In Figure 5 left, and for $\mu = 0.5$, $C = C_{L_2}$, we show in red big regions (the $(x,y)$ projection) of ejection orbits from $P_1$ that after $n$ close passages around $P_1$ (for $n = 0,1,2,3$) cross $\Sigma$ defined by $x = 0.1$.

A natural question arises: how do we find such big regions? The answer is through the heteroclinic connections between a primary and the $LPO_1$, denoted by $P_i - LPO_1$, $i = 1,2$. We will call a heteroclinic connection $P_i - LPO_1$, $i = 1$ or 2, the orbit that ejects from $P_i$, $i = 1$ or 2, and ends asymptotically in the $LPO_1$.

So, first of all, let us compute those possible heteroclinic connections between a primary and the $LPO_1$, such that the particle, after ejecting from a primary, describes $n$ close passages around it and goes directly to the $LPO_1$ where it ends asymptotically.

We describe how to compute a heteroclinic connection $P_1 - LPO_1$, (we proceed similarly for the other case, $P_2 - LPO_1$). Since a heteroclinic connection $P_1 - LPO_1$ is an orbit that belongs to $W^+(P_1) \cap W^-(LPO_1)$, the numerical strategy to compute such connections, given $\mu > 0$ and for a fixed value of $C$, consists, roughly speaking, in the following steps: to compute the 2D manifold $W^-(LPO_1)$ (one of the two possible branches) up to a given Poincaré section $\Sigma$, giving rise to a curve denoted by $\gamma_\alpha$ (see for example [3] for more details and references therein); to compute the 2D manifold
Figure 5: $\mu = 0.5$, $C = C_{\text{L}2}$. Left. $(x,y)$ projection. A set of ejection orbits of $W^e(P_1)$ (in red) such that after $n$ close passages around $P_1$ reach $\Sigma$. ($n = 0$ first row, $n = 1$ second row, $n = 2$ third row, $n = 3$ fourth row). Also the orbits of $W^{s,+}(\text{LPO}_1)$ (in blue) up to $\Sigma^+$ are plotted. Middle. $(y,y')$ projection of curves $\gamma_{s,1}^+\gamma_{s,1}^-\gamma_{e,n}^+\gamma_{e,n}^-$ (in blue) and $\gamma_{e,n}^+$ (in red). Right. $(x,y)$ projection of two heteroclinic connections, $H_{1n}^1$ and $H_{2n}^2$, ejecting from $P_1$ and tending to the $\text{LPO}_1$. We remark that for $n = 1$ figure right does not appear since there are no heteroclinic orbits in this case as shown on the middle plot.

$W^e(P_1)$ (as explained in Subsection 3.2) up to $\Sigma$, giving rise to a curve denoted by $\gamma_e$ and to look for intersection points between both curves. Each intersection point belongs to a heteroclinic connection, since the solution at this intersection point, integrated forward in time, tends asymptotically to the $\text{LPO}_1$ and backwards in time to the primary $P_1$.

In order to be more precise, and consider not only the first intersection but the $i$-th intersection with $\Sigma$, to take into account the number $n$ of close passages around the primary, to distinguish between the stable or unstable manifold $W^{s,u}(\text{LPO}_1)$ and the branch $+,-$, and the possibility of ejection/collision (we will use a subscript $e/c$), we now provide the detailed description of the notation we will use at the same time as the steps involved to compute heteroclinic orbits. We remark that all the notation introduced is the necessary one to distinguish among the different properties we want to take into
Transit regions and ejection/collision orbits in the RTBP.

Figure 6: \( \mu = 0.5, C = C_{L_2} \) (y, \( \dot{y} \)) projection. Top left. Curve \( \gamma_{e,0}^{+1} \) in blue and \( \gamma_{e,0}^{1} \) as the union of the piece \( \gamma_{e,0,l}^{1} \), (in red), \( \gamma_{e,0,m}^{1} \) (in yellow) and \( \gamma_{e,0,r}^{1} \) (in green). The points in \( \gamma_{e,0,l}^{1} \cup \gamma_{e,0,m}^{1} \) belong to non transit orbits and the points in \( \gamma_{e,0,m}^{1} \) belong to transit ones. The spiralling curves \( \gamma_{e,0,l}^{2}, \gamma_{e,0,m}^{2}, \gamma_{e,0,r}^{2} \) are obtained following the flow, forward in time, of points in \( \gamma_{e,0,l}^{1} \) (top right), \( \gamma_{e,0,r}^{1} \) (bottom left), up to \( \Sigma^{+} \); and \( \gamma_{e,0,m}^{1} \) (bottom right), up to \( \Sigma^{-} \).

(i) The first step to obtain a heteroclinic orbit from \( P_1 \) to the \( LPO_1 \) is to compute the corresponding orbit \( LPO_1 \) and its 2D positive stable manifold branch \( (W^{s+}(LPO_1)) \) backwards in time up to a given Poincaré section \( \Sigma^{+} \) defined by \( x = x_{L_1} + d \) (for a suitable \( d > 0 \)), giving rise to a 1D closed curve \( \gamma_{e,0}^{1} \). In Figure 5 we take \( \mu = 0.5, C = C_{L_2} \) and \( d = 0.1 \) so \( \Sigma^{+} \) defined by \( x = 0.1 \); we show \( W^{s+}(LPO_1) \) (x, \( \dot{y} \)) projection in blue) on the left figures, and the curve \( \gamma_{e,0}^{1} \) (y, \( \dot{y} \)) projection in blue) on the middle ones. In order to obtain an heteroclinic orbit from the \( LPO_1 \) to \( P_1 \), we will consider the intersection curve \( \gamma_{u}^{+1} \) obtained from \( W^{u+}(LPO_1) \cap \Sigma^{+} \) (integrating forward in time).

Similarly, taking into account the Poincaré section \( \Sigma^{-} \) defined by \( x = x_{L_1} - d \) and the branch \( W^{s-}(LPO_1) \) or \( W^{u-}(LPO_1) \), we obtain the curve \( \gamma_{e}^{-1} \) from the intersection \( W^{s-}(LPO_1) \cap \Sigma^{-} \), or the curve \( \gamma_{u}^{-1} \) from the intersection \( W^{u-}(LPO_1) \cap \Sigma^{-} \).

We generalise the notation for the curve \( \gamma_{u}^{\pm,j} \) when considering the \( j \)-th crossing of the manifold of the \( LPO_1 \) with \( \Sigma^{\pm} \).

So, roughly speaking, we consider the orbits that leave the \( LPO_1 \) asymptotically backwards in time up to the Poincaré section, giving rise to one curve.

(ii) The second step is to compute the 2D manifold of the orbits ejecting from (colliding to) the primary \( P_i, i = 1 \) or 2, \( W^{c/e}(P_i) \), describing a close passages around the primary \( P_i \) (from which the orbit started) and crossing \( \Sigma \) (which will be a chosen \( \Sigma^{+} \) or \( \Sigma^{-} \)). We will denote \( \gamma_{e,n}^{1} \) (\( \gamma_{e,n}^{1} \)) the
Figure 7: $\mu = 0.5, C = C_{L_2}, (x, y)$ projection. Top. The two heteroclinic connections $P_1 - LPO_1$, $H_0^1$ and $H_0^2$, with $n = 0$ close passages around $P_1$ with initial angles $\theta_{i_0}, i = 1, 2$ (left). These angles are the end points of the transit interval $I_0 = (\theta_{i_0}^1, \theta_{i_0}^2)$. Right, orbits that after ejecting from $P_1$, either transit to the region around $P_2$ (in green) or do not transit (in red). Transit orbits (in green) follow $W_u^{-}(LPO_1)$; non-transit ones (in red) follow $W_u^{+}(LPO_1)$. Middle and bottom. Left. Two new heteroclinic orbits with angles $\theta_{i_0}$ close to $\theta_{10}$ (middle), and close to $\theta_{20}$ (bottom). Right. In green orbits ejecting from $P_1$, pass close to the $LPO_1$, transit to the region around $P_2$, pass near the $LPO_1$ and either transit to the region around $P_1$ (in green) or bounce back to the region around $P_2$ (in red).

corresponding curve if the ejecting (colliding) body is $P_1$ and $\gamma_{e/c,n}^1$ (or $\bar{\gamma}_{e/c,n}^1$) if the ejecting (colliding) body is $P_2$. Due to the restriction of the $n$ close passages around the primary for fixed $n$, only a piece of curve, not a closed one, for $\gamma_{e/c,n}^1$ or $\bar{\gamma}_{e/c,n}^1$ is obtained. We plot the $(y, y')$ projection of the curves $\gamma_{e,c,n}^1$ for $n = 0, 1, 2, 3$ in Figure 5 middle, for $\mu = 0.5, C = C_{L_2}$.

We generalise the notation for the curve $\gamma_{e/c,n}^j$ (or $\bar{\gamma}_{e/c,n}^j$) when considering the 2D manifold of orbits
Figure 8: $\mu = 0.5$ and $\mu = 0.7$, primary transition intervals when varying $C$. The corresponding transition regions are in blue for $n = 0$, in red for $n = 2$, and in brown for $n = 3$. For each value of $C$ given, an interval of ejection orbits (each one identified by its value $\theta_0$) which are transit orbits is obtained. The interval depends on the value of $n$.

Figure 9: 3D plot of heteroclinic connections between the primary of mass $\mu$ and the LPO$_1$ when varying $\mu \in (0, 1)$, $C \in [C_{L2,3}, C_{L1})$, taking $n = 0, 2, 3$. The corresponding transition regions are in blue for $n = 0$, in red for $n = 2$, and in brown for $n = 3$. This figure is the generalization of Figure 8 varying $\mu$.

that eject/collide with a primary, describe $n$ close passages around it and cross $\Sigma$ at the $j$-th time.

So, roughly speaking, we consider the orbits that eject from the primary, forward in time, describe $n$ close passages to that primary and reach the Poincaré section, giving rise to another curve.

(iii) Last step is to compute the intersection points between both curves obtained in (i) and (ii). In order to fix ideas, let us consider heteroclinic orbits $P_1 - LPO_1$. Each intersection point belonging to $\gamma_s^{+1} \cap \gamma_{e,n}^+$ gives rise to a heteroclinic connection between $P_1$ (integrating backward in time) and the $LPO_1$ (integrating forward in time). We will label such heteroclinic connection by $H_n$ (and abusing notation, also the intersection points will be labelled the same way). We point out that for $n = 0, 2, 3$, there exist typically two heteroclinic connections, labelled by $H^1_n$ and $H^2_n$, and there are no heteroclinic connections for $n = 1$. See Figure 5 middle and also both heteroclinic orbits (the $(x, y)$ projection) in the right plots (for $n = 0, 2, 3$ at the first, third and fourth rows respectively).
We have just shown that fixed $H^n$ and $H^n_2$. So there is a set of points (located on the red curve $\gamma^{+1}_1$) of Figure 5 middle—first, third and fourth rows—between $H^n_1$ and $H^n_2$. Such points belong to ejection orbits, each one characterized by a value of $\theta_0$ as already described in subsection 3.2. Moreover such points are located inside the blue curve in Figure 5 middle). This means that any such point comes (backwards in time) from ejection and goes (forward in time) to the region around $P_2$, that is each such point belongs to a transit orbit. So regarding the set of initial angles of these transit orbits, we have an interval that we denote by $I_n = (\theta^n_0, \theta^n_1)$, called transit interval such that for any $\theta_0 \in I_n$, the associated ejecting orbit, with initial angle $\theta_0$, is a transit orbit, since it will be inside $W_{s}^{\omega}(\mbox{LPO}_1)$ (i.e. the intersecting point of the orbit with $\Sigma^+$ will be a point on $\gamma^{+1}_1$—the red curve—inside $\gamma^{+1}_1$—the blue one—). More specifically, the particle will be ejected from the primary $P_1$, will describe a trajectory such that will have $n$ close passages around the primary $P_1$, afterwards will cross $\Sigma$ and will visit the region around the other primary $P_2$. The set of points in the curve $\gamma^{1}_{c,n}$ belonging to transit orbits will be denoted by $\gamma^{1}_{c,n,m}$ (m stands for middle). See Figure 5 and Figure 6 top left. We show the set of transit orbits in green Figure 7 top for $n = 0$ right. We neatly see the two heteroclinic orbits (in red and blue on the left plot) $H^n_0$, $H^n_2$ and the whole set of transit orbits in between on the right plot. An interesting remark here that will be relevant later on is that all such orbits are transit orbits, but notice that the closer $\theta_0$ is to $\theta^n_1$, $i = 1, 2$, the closer the ejection trajectory passes near the $\mbox{LPO}_1$ describing some rounds around it before transiting to the region around $P_2$.

Interestingly, while the piece $\gamma^{1}_{c,n,m}$ contains points belonging to transit orbits, we wonder what happens with the remaining part of the curve $\gamma^{1}_{c,0}-\gamma^{1}_{c,0,m}$ in Figure 6 top left. As foreseen, since such points are outside the curve $\gamma^{+1}_1$ (the blue one on the top left figure), they belong to non transit orbits. Let us label the two pieces as $\gamma^{1}_{c,n,l}$ and $\gamma^{1}_{c,n,r}$ ($l$ and $r$ stand for left and right respectively). See Figure 6 top left for $n = 0$. For any point in $\gamma^{1}_{c,0,l}\cup\gamma^{1}_{c,0,r}$, the corresponding orbit, that is outside $W_{s}^{\omega}(\mbox{LPO}_1)$, will be a non transit orbit with the initial $\theta_0$ inside $I_n$ (but close to it): the particle, after ejecting from $P_1$, having $n$ close passages around $P_1$ and going close to $\Sigma$, will return to the same region around $P_1$ (where it came from). We plot in Figure 7 top right the set of ejection orbits from $P_1$ that become non-transit orbits and bounce back to the region around $P_1$, in red.

In summary, we have $\gamma^{1}_{c,n} = \gamma^{1}_{c,n,l}\cup\gamma^{1}_{c,n,m}\cup\gamma^{1}_{c,n,r}$. A point in $\gamma^{1}_{c,n,l}\cup\gamma^{1}_{c,n,r}$ belongs to an ejection orbit which is a non-transit orbit, whereas a point in $\gamma^{1}_{c,n,m}$ belongs to a transit orbit; and the end points of $\gamma^{1}_{c,n,m}$ belong to heteroclinic connections acting as barrier between the two kinds of motions.

The discussion about the role of the transition interval to distinguish between transit and non transit ejection orbits is based on the existence of such transition interval $I_n$. However the existence of the transition interval $I_n$ depends on $n$, $\mu$ and $C$, that is, for $n$ given, the presence of heteroclinic connections $P_1-\mbox{LPO}_1$ is not guaranteed for all $\mu$ and $C \geq C_{L_2}$. We show in Figure 8, the transition intervals for $\mu = 0.5$ and $\mu = 0.7$ for $C \geq C_{L_2}$ (in blue for $n = 0$, in red for $n = 2$ and in brown for $n = 3$). We can see, that fixed $\mu$ and $n$, for each suitable value of $C$ (on the $y$ axis) there is an interval $I_n$ of initial angles $\theta_0$ (on the $x$ axis) of ejecting-transit orbits and the points on the boundary of the transition interval correspond to the two specific values of $\theta_0$ of heteroclinic connections $P_1-\mbox{LPO}_1$. However, there is a maximum value of $C$ where the two curves $\gamma^{+1}_1$ and $\gamma^{1}_{c,n}$ become tangent and there is a single heteroclinic connection $P_1-\mbox{LPO}_1$. For higher values of $C$ there are no heteroclinic connections.

So far we have shown the heteroclinic connections $P_1-\mbox{LPO}_1$ with $n = 0, 2, 3$ close passages around $P_1$ as well as the transition interval $I_n$, just for single values of $\mu$ ($\mu = 0.5$ and 0.7). We have done massive computations in order to obtain the transition interval for any value of $\mu \in (0, 1)$, any value of $C \in [C_{L_2}, C_{L_1})$ (recall the location of $L_i, \ i = 1, 2, 3$ for any $\mu$), and for $n = 0, 1, 2, 3$. See Figure 9. The blue, red and brown surfaces provide the transition intervals ($\theta_0$ values on the $x$ axis) respectively for any $\mu$ on the $y$ axis, and a suitable range of values of $C$ on the $z$ axis. Several comments must be done concerning this figure: (i) We remark that for $n = 1$, neither varying $C \in [C_{L_2}, C_{L_1})$ nor $\mu \in (0, 1)$, we have not found any heteroclinic connection ejecting from $P_1$ ($i = 1$ or 2), describing
1 close passage around $P_1$ and tending asymptotically to the $LPO_1$. (ii) Heteroclinic connections $P_1 - LPO_1$ do not exist for all $\mu$ and $C \geq C_{L_2,s}$. For $n$ given, there exist minimum and maximum values of $\mu$ for which the heteroclinic connections exist. These extrema values correspond to tangencies between the curves $\gamma_n \uparrow^1$ and $\gamma_{e,n}$. Just before (after) the tangency, the curves $\gamma_n \uparrow^1$ and $\gamma_{e,n}$ do not intersect (intersect) in two points, which provide the transition interval (any slice in Figure 9 with $\mu$ fixed). (iii) Another important remark is that, given $\mu$, such heteroclinic connections only exist for values of $C$ in a suitable interval for $C \geq C_{L_2,s}$ and such interval depends on $\mu$. We showed the particular cases $\mu = 0.5$ and $\mu = 0.7$ in Figure 8.

So, from the previous exploration we conclude that the two heteroclinic connections $H_n^1$ and $H_n^2$ (given $n$) — or equivalently the transition interval $I_n = (\theta_{e,n}^1, \theta_{e,n}^2)$ — determine a barrier that allows to distinguish between ejection orbits that (after describing $n$ close passages to the primary) are transit orbits or non transit. That is we have a first classification on the dynamical behaviour of the ejection orbits regarding its transit/non transit character. This is the simple part of the story we have seen so far. The story line goes on when we ask ourselves what happens if there are other heteroclinic connections $P_i - LPO_1$. The answer is that we can use other heteroclinic connections, in general, to know which region (around the big primary or around the small one) the ejection orbit will visit along its trajectory, and therefore such heteroclinic connections will provide an additional way to classify the dynamical behaviour of the ejection orbits.

So, next, in this Section we just want to discuss an example of the consequences of the appearance of two heteroclinic orbits close to the heteroclinic connection $H_0^1$ (and similarly the appearance of two heteroclinic orbits close to the heteroclinic connection $H_0^2$). In the next Section, a deeper analysis is carried out when there appear not two but infinitely many heteroclinic orbits. So it is worthwhile understanding, first, what happens in this simple situation.

Let us describe the plots in Figure 7 (all the plots contain the the projection in $(x, y)$ variables). As mentioned, we show on the top left figure, the two heteroclinic connections $H_0^i$, $i = 1, 2$, with initial angles $\theta_0^1 = 1.558674225724$ and $\theta_0^2 = 1.932752613334$ respectively and in the top right figure the set of ejection and transit orbits (in green) and two sets of ejection and non-transit orbits (in red). As previously discussed, the two heteroclinic connections provide the barriers between transit and non-transit orbits. Now we consider two new heteroclinic orbits $P_1 - LPO_1$, with initial $\theta_0$ close to $\theta_0^0$; more specifically, we denote the new values by $\theta_{e,1}^1 = 1.584919597063$ and $\theta_{e,2}^1$ (the superscripts being 1, 1 and 2 because they are close to $\theta_0^0 = 1.702359169703$). Notice that $(\theta_{e,1}^1, \theta_{e,2}^1) \subset (\theta_0^0, \theta_0^0)$.

The first remark is that we can clearly see that the two new heteroclinic connections behave differently from $H_0^i$ in the sense that after ejecting from $P_1$, do visit a region around $P_2$ and end asymptotically in the $LPO_1$ (see Figure 7 middle) whereas $H_0^i$ does not visit any region around $P_2$. The key point is that such two heteroclinic connections provide new barriers of transit and non transit, and therefore determine an additional second classification of the ejection orbits in the previous bigger set of ejection orbits in the top figure. More precisely, for the set of ejection orbits with $\theta_0 \in (\theta_0^0, \theta_0^0)$ we can distinguish two kinds of behaviour: first, the ejection orbits in the thinner set determined by the two new heteroclinic orbits (that is, whose $\theta_0 \in (\theta_{e,1}^{1,1}, \theta_{e,1}^{1,2})$); they eject from $P_1$, transit to the region around $P_2$ (since $\theta_0 \in (\theta_{e,1}^{1,1}, \theta_{e,1}^{1,2})$, i. e. first classification), and transit again towards the region around $P_1$ (since $\theta_0 \in (\theta_{e,1}^{1,1}, \theta_{e,1}^{1,2})$, i. e. second classification). See the green set of orbits in Figure 7, middle right. Second, the ejection orbits with $\theta_0 \in (\theta_{e,2}^{1,1}, \theta_{e,2}^{1,2})$ but outside the thinner set (that is, whose $\theta_0 \notin (\theta_{e,1}^{1,1}, \theta_{e,1}^{1,2})$). Such orbits eject from $P_1$, transit to the region around $P_2$ (since $\theta_0 \in (\theta_{e,2}^{1,1}, \theta_{e,2}^{1,2})$, i. e. first classification) but are non transit orbits and bounce back and remain on the same region around $P_2$ (second classification). See the red set of orbits in Figure 7, middle right.

A similar behaviour concerning transit/non transit (first classification) and transit/non transit (second classification) can be described for the two new heteroclinic orbits, with initial $\theta_{0,1}^{2,1} = 1.867534417000$, $\theta_{0,2}^{2,1} = 1.925408730327$, respectively close to $\theta_0^0$, that can be seen in the bottom Figure 7. Notice that $(\theta_{0,1}^{2,1}, \theta_{0,2}^{2,1}) \subset (\theta_0^0, \theta_0^0)$. 
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So far, we have discussed the dynamical behaviour of the ejection orbits, transit/non transit, taking into account the effect of the LPO\textsubscript{1} and the heteroclinic connections \(P_1 - \text{LPO}_1\). Now, we may add a new ingredient to be even more precise in the classification of the ejection orbits, taking into account the number of turns that the ejection orbit (whether it is transit or non transit) describes around the LPO\textsubscript{1}, when it passes close to it. To clarify this idea, let us consider first the points on \(\gamma_{e,n,l}^1\) and \(\gamma_{e,n,r}^1\) (that belong to non-transit orbits) and for each such point we follow the corresponding trajectory (that started ejecting from \(P_1\)) by the flow up to the Poincaré section \(\Sigma^+\). In a natural way we denote the corresponding curves by \(\gamma_{e,n,l}^2\) and \(\gamma_{e,n,r}^2\). Since the points on \(\gamma_{e,n,l}^1\), \(i = r, l\) are very close to a point that belongs to a heteroclinic orbit \(P_1 - \text{LPO}_1\), the resulting orbits are very close to the manifold branch \(W_{u,+}(\text{LPO}_1)\), so such orbits describe a trajectory that surrounds the LPO\textsubscript{1} several times and follow the manifold \(W_{u,+}(\text{LPO}_1)\); therefore the resulting curves, \(\gamma_{e,n,l}^2\) and \(\gamma_{e,n,r}^2\), spiral on and on towards the curve \(\gamma_{u,1}^{+1}\). More precisely, the set of points of every spiral turn of the curve \(\gamma_{e,n,l}^2\) correspond to points that, on the section \(\Sigma\), track the whole LPO\textsubscript{1} (sort to speak). So the infinitely many spiral turns of the curve \(\gamma_{e,n,l}^2\) are intrinsically related to the number \(k\) of turns \((k\) from 0 to infinity\) that the ejection orbit does around the LPO\textsubscript{1}. We plot in Figure \(6\) the resulting spiralling curves for \(\mu = 0.5, C = C_{L_2}\) and \(n = 0\).

Second we reason analogously with the points in the curve \(\gamma_{e,m}^1\). Since they belong to ejecting transit orbits, we follow the curve by the flow up to \(\Sigma^-\) (instead of \(\Sigma^+\)) giving rise to a double spiral, \(\gamma_{e,m}^2\) that spirals on and on towards the curve \(\gamma_{u,-1}^{-1}\). See Figure \(6\) right. In the three plots the spiral curves look fastly ‘glued’ (although always infinitely spiralling) to the corresponding curve \(\gamma_{u,-1}^{-1}\).

In accordance with the aforementioned considerations, the natural code we are going to use in order to classify an ejecting orbit will be the following:

\[
E_n^i - \text{PO}^k - P_l^j - \ldots
\]

which stands for: an ejecting orbit from the primary \(P_i\) \((i = 1\) or \(2\)), describes \(n\) close passages around this primary before going close to the LPO\textsubscript{1}, surrounds \(k\) times the LPO\textsubscript{1}, and visits the region around \(P_l\) \((l = 1\) or \(2\)), describing \(j\) close passages around this primary,... Therefore, this code determines the geometrical trajectory the ejection orbit is actually doing. See Figure \(10\) for two particular examples of ejection orbits. It is clear that symbolic dynamics might be introduced.

In the particular case that the orbit is an EC orbit, the code will be

\[
E_n^i - \text{PO}^k - C_l^j
\]

where now \(C_l^j\) means that, after \(j\) close passages around the primary \(P_l\), the particle ends at collision with it.

---

**Figure 10:** \(\mu = 0.5, C = C_{L_2}\). (\(x,y\)) projection. Ejection orbit \(E_1^0 - \text{PO}^0 - P_2^6 - \ldots\) (left) and \(E_1^0 - \text{PO}^2 - \ldots\) (right).
Just summarizing, so far we have described the role of the two simple heteroclinic connections $P_1 - LPO_1$ (providing a first classification), given by $\theta_1^0, \theta_2^0$ and the couple of new heteroclinic connections $\theta_0^{1,1}, \theta_0^{1,2}$ and $\theta_2^{2,1}, \theta_2^{2,2}$ (providing an additional second classification). We know that the two simple heteroclinic connections come from the requirement that the ejection orbit has $n = 0$ close passages to $P_1$ and reaches the Poincaré section $\Sigma$ matching with a point belonging to $W_{s,+}(LPO_1)$. But at this point we would like to know where the other new heteroclinic orbits come from. The answer involves the existence of homoclinic orbits to the $LPO_1$, that is orbits that asymptotically tend to the $LPO_1$ forward and backward in time.

Actually the situation is much more involved, because there appear infinitely many homoclinic orbits and as a consequence infinitely many heteroclinic connections $P_1 - LPO_1$, giving rise to a chaotic behaviour. Thus, once we have described the simple, or regular situation in this Section, let us analyse the effects of the existence of infinitely many homoclinic and heteroclinic connections. This is one purpose of the next Section.

5 Regular motion vs chaos. The role of the $LPO_1$

![Figure 11: $\mu = 0.5, C = C_{L2}$. Two different homoclinic orbits to the $LPO_1$, $HO^1$ (left) and $HO^2$ (right). $(x, y)$ projection.](image)

In the previous Section we have described a regular kind of motion in the sense that the transition interval provides a barrier to distinguish between transit and non transit ejection orbits, which becomes a first classification for the ejection orbits. That is the dynamical behaviour of the ejection orbits is related to the heteroclinic connections. However, we have also described an example to show that the appearance of two new heteroclinic orbits close to $H_0^1$ (or $H_0^2$) provide an additional second classification of the ejection orbits: the orbits eject from the primary, are transit orbits (first classification), and once they are on the region around the other primary, they can be classified as transit or non transit orbits (second classification). One purpose of this Section is to show that, actually, there are infinitely many heteroclinic connections between the primary and the $LPO_1$. This infinity is related to the existence of homoclinic orbits to the $LPO_1$ so this orbit plays a key role here. Moreover the heteroclinic connections are very close to each other. Thus, an immediate consequence is that if we take all of them into account, we have infinitely many ways of classifying an ejection orbit, which results in a chaotic classification.

A second and interesting purpose of this Section is focussed on another chaotic infinity, now related to the EC orbits. We will discuss the mechanism to generate infinitely new EC orbits taking into account the presence of $LPO_1$. 
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Figure 12: $\mu = 0.5, C = C_{L_2}$, $(x, y)$ projection. Left and middle. Two heteroclinic orbits with values of $\theta_0$ equal to $\tilde{\theta}_0^1$ and $\tilde{\theta}_0^2$ near $\theta^0_i$ ($i = 1$ in top figure, $i = 2$ in bottom figure). Right. The set of transit orbits (in green) and non-transit ones (in red) are shown.

Figure 13: $\mu = 0.5, C = C_{L_2}$. Top left. $(y, \dot{y})$ projection. Intersection curve $W^{s,+}(LPO_1) \cap \Sigma^+$ at the first crossing (in blue) and the intersection $W^{u,+}(LPO_1) \cap \Sigma^+$ at the second crossing (in red). Examples of homoclinic orbits: the ones labelled by 1,2,3 and 6. 4 and 5 are shown in Figure 11. The homoclinic orbit 6 involves two periodic orbits, one stable (discontinuous black line) and one unstable (continuous black line).
Transit regions and ejection/collision orbits in the RTBP.

Figure 14: $\mu = 0.5$, $C = C_{L2}$. $(y, \dot{y})$ projection. Left. Curves $\gamma_{u}^{+,2}$ and $\gamma_{s}^{+,1}$. Right. From curve $\gamma_{u}^{+,2}$, we take the small darker red piece external to $\gamma_{s}^{+,1}$ (the blue one) and ending at point 4. The fourth crossing of such small piece with $\Sigma^{+}$ gives rise to the infinite foliation of replications of the second crossing curve $\gamma_{u}^{+,2}$ shown on the plot.

5.1 Infinitely many heteroclinic orbits $P_{i} - LPO_{1}$

In the previous Section we have shown big transition intervals of values of $\theta_{0}$, that is big sets of ejection orbits that can be classified as transit or non-transit when they pass close to the $LPO_{1}$. We have also remarked that the barriers of such intervals are the heteroclinic orbits $P_{i} - LPO_{1}$.

However, the determination of such transition intervals, whose end points are initial angles for heteroclinic connections $P_{i} - LPO_{1}$, is not that simple: we will show that there are infinitely many heteroclinic connections $P_{i} - LPO_{1}$. A crucial point to understand where this infinity comes from is the existence of homoclinic orbits of the $LPO_{1}$.

Let us discuss this complexity just taking into account two homoclinic orbits (later on we will consider infinitely many homoclinic orbits). The simulations are done for $\mu = 0.5$ and $C = C_{L2}$.

Let us start with two simple homoclinic orbits of the $LPO_{1}$, shown in Figure 11, and called $HO^{1}$ (on the left) and $HO^{2}$ (on the right). Roughly speaking the shape of $HO^{1}$ ($(x, y)$ projection) is composed of a curved triangular shape plus the asymptotic shape to the $LPO_{1}$, whereas $HO^{2}$ ($(x, y)$ projection) is composed of a big loop (close to circular) shape plus the asymptotic shape to the $LPO_{1}$.

A main consequence of such homoclinic orbits is that there exist infinitely many heteroclinic connections $P_{i} - LPO_{1}$ with an initial angle $\theta_{0}$ very close to $\theta_{10}$ such that the associated heteroclinic connections $P_{i} - LPO_{1}$ are rather different. More precisely, let us describe how these infinitely many appear. First, look just at three (not infinite but just three) simple heteroclinic connections which have a quite similar path from ejection to (near) the $LPO_{1}$ (the piece of trajectory from ejection up to the first small loop of the three orbits are almost the same), that is with values of $\theta_{0}$ very close to each other: the first one, $H_{0}^{1}$ (in Figure 7 top left), just ends asymptotically at the $LPO_{1}$. The second one with $\theta_{0} = \tilde{\theta}_{0}^{1,1} = 1.553258226788$ (in Figure 12 top left), when the particle is near the $LPO_{1}$, does not surround the $LPO_{1}$ but follows the path of the big loop of the homoclinic orbit $HO^{2}$ once and ends asymptotically at the $LPO_{1}$. The third heteroclinic orbit with $\theta_{0} = \tilde{\theta}_{0}^{1,2} = 1.557995153267$ does not surround the $LPO_{1}$ but follows the path of the curved triangular piece of the homoclinic orbit $HO^{1}$ and ends asymptotically at the $LPO_{1}$. See Figure 12 top middle. Notice that all of them describe 0 turns along the first piece of trajectory (from ejection up to the first small loop). We call them three basic heteroclinic connections.

Therefore, we have the same phenomenon described in the Figure 7 as far as the classification of the trajectory of ejection orbits is concerned, we obtain a very thin interval of values of $\theta_{0}$ near $\theta_{10}$ that separates transit of non-transit orbits. This is shown in Figure 12 top right. However now the range
of the transition interval \((\tilde{\theta}_0^{1,1}, \tilde{\theta}_0^{1,2})\) is remarkably thinner.

We have a similar situation when we consider the homoclinic orbits \(HO^i, i = 1, 2\) and the heteroclinic connection \(H^2_0\). There are two heteroclinic connections with \(\theta_0 = \tilde{\theta}_0^{1,1} = 1.932919335638\) and \(\theta_0 = \tilde{\theta}_0^{2,2} = 1.934043834973\), respectively, values very close to \(\theta_0\). The three of them describe (almost) the same path from ejection up to the first big loop (see Figure 7 top left and Figure 12), however afterwards one goes directly to the LPO, another one describes a path close to the curved triangular piece before ending to the LPO (see Figure 12 bottom left) and the other one describes a piece of the big circular loop before ending to the LPO (see Figure 12 bottom middle). Notice that all of them describe 0 turns along the first piece of trajectory (from ejection up to the first big loop). We call them three basic heteroclinic connections (one of them does not involve a homoclinic orbit, and two of them do involve either one or the other homoclinic orbit). Again a remarkably thin transition interval appears very close to \(\theta_0\).

So far we have shown the two simplest (or basic) heteroclinic connections involving \(HO^1\), with an initial \(\tilde{\theta}_0^{1,1}\) and \(\tilde{\theta}_0^{2,2}\) (respectively) quite close to each other and near \(\theta_0\). And similarly for \(\tilde{\theta}_0^{1,2}\) and \(\tilde{\theta}_0^{2,1}\) involving \(HO^2\).

But this is the simple version of the description of heteroclinic connections involving the homoclinic orbits \(HO^1\) and \(HO^2\). From the above discussion we want to emphasize that we have considered six heteroclinic connections, all of them sharing a common property: each one describes its own path but all of them describe zero turns before ending asymptotically to the LPO. We will say that the number of turns is \(k = 0\).

We mentioned above that the situation is much more complex. Actually there are infinitely many heteroclinic connections \(P_1 - LPO_1\). Let us explain how they appear.

A first mechanism is the following. We can obtain new heteroclinic connections \(P_1 - LPO_1\) just with the same kind of trajectory as the four heteroclinic orbits described in Figure 12 top and bottom, left and middle, but with one difference: the first piece is the same as before, now the trajectory describes \(k\) turns around the LPO, and afterwards describes the same path (of course almost the same) as the previous ones. So we have four new heteroclinic orbits for \(k = 1\), four new ones for \(k = 2\), ..., four new ones for each number of \(k\) turns given. In that way, we obtain infinitely many heteroclinic orbits. Or equivalently, we have shown three plus three heteroclinic connections, with \(k = 0\), the basic ones. For any \(k\), we have a new triplet of heteroclinic connections which share (almost) the same first piece of trajectory (from ejection to the first loop), then describe \(k\) turns to the LPO, and then each one follows (almost) the same path as each of the three basic heteroclinic connections. In Figure 12, we have just considered the simplest ones (\(k = 0\)).

The second mechanism is a generalization of the previous one. Of course, there are other infinitely many families of heteroclinic orbits, not only playing with the number \(k\) of turns around the LPO, but also playing with two homoclinic orbits. More specifically, above we have considered two ternaries of heteroclinic connection: for the first triplet, one does not involve any homoclinic orbit, the second one involves one homoclinic orbit and the third one involves another (different) homoclinic orbit. And similarly for the second triplet. Let us describe, for example a new heteroclinic connection: we take the heteroclinic connection in Figure 12 top left. We might construct a new heteroclinic connection (with \(\theta_0\) extremely close to \(\tilde{\theta}_0^{1,1}\)) as follows: the first piece from ejection to the first small loop (almost) the same, then \(k\) turns around the LPO, then the path of the big circular loop (of \(HO^2\)), then \(m\) turns around the LPO, then the path of the curved triangle, then tending asymptotically to the LPO. Another different one would be (almost) the same but before ending to the LPO, the trajectory might follow the curved triangle piece, the \(j\) turns around the LPO, then follow the big circular loop, then \(l\) turns around the LPO, then ..., before ending to the LPO, where the dots ... stand for any pre-desired combination of turns around the LPO, the big circular loop and/or the curved triangle.

So, in conclusion, for values of \(\theta_0\) extremely close to \(\theta_0^1\) or \(\theta_0^2\), a chaotic behaviour, that is infinitely
many heteroclinic connections $P_1 - LPO_1$, show up.

But the complexity procedure does not end here. Why? Because there are, not only two ($HO^1$ and $HO^2$), but infinitely many homoclinic orbits of the $LPO_1$ involving other invariant objects. So we may apply the previous mechanisms playing with any (one or more) of this infinity of homoclinic orbits to obtain a new chaotic infinity of heteroclinic connections $P_1 - LPO_1$.

So now, quite naturally, we want to talk about the homoclinic orbits to the $LPO_1$, how to compute them and how many of them the RTBP has in the range of $C$ considered.

First, let us show a systematic way to find the infinity of homoclinic orbits to the $LPO_1$. Just consider the first crossing of $W^{u,s}(LPO_1)$ with $\Sigma^+$, that is $\gamma_{\alpha}^{+,-1}$ which is a nice $S^1$ shaped curve (see Figure 13 top left in blue), and the second crossing of $W^{u,s}(LPO_1)$ with $\Sigma^+$, $\gamma_{\alpha}^{+,-2}$ which is now a very intricated set of curves (see Figure 13 top in red). Each intersection point between both curves corresponds to a homoclinic orbit of the $LPO_1$. We can see that there are ‘clean’ intersections but also ‘tongues’ concentrated in some area. We have labelled 1, 2, 3, 4 four clean points and 5 (a not so clean point).

See Figure 13 top left. The corresponding homoclinic orbits are shown as follows: 1 in the top right figure, 2 and 3 in the bottom left figure, and 4, 5 are the ones shown in Figure 11. As we can see the role of the path close to collision with the primary $P_1$ is essential here. But not only the collision plays a role; there are other simple periodic orbits (apart from the $LPO_1$) that are also involved and that is a reason for the infinity of homoclinic orbits. Just to show an example, we have chosen point 6 in the top left figure which has an associated homoclinic orbit shown in the same figure, bottom right.

We have also plotted two periodic orbits involved in the shape of the homoclinic orbit. One periodic orbit is stable (in discontinuous black line) and another one is unstable (in continuous black line). It is clear that the homoclinic orbits is sensitive to the effect of both periodic orbits; in particular the particle surrounds the stable one several times and follows its trajectory to visit the unstable one, then surrounds again the stable one and finally goes towards the $LPO_1$. In general there are infinitely many periodic orbits which can be stable or unstable, each one potentially playing a role in the homoclinic orbits. The deep analysis of such role is left for a future paper.

Second, we want to emphasize that we can obtain other infinite family of homoclinic orbits of the $LPO_1$ just taking into account not only the intersection of $W^{u,s}(LPO_1)$ with $\Sigma^+$ at the second crossing, curve $\gamma_{\alpha}^{+,-2}$, but also the $2k$-th crossing, curve $\gamma_{\alpha}^{+,-2k}$. In order to illustrate the richness of this curve, we consider the curve $\gamma_{\alpha}^{+,-2}$ (see Figure 14) and we just take the small (darker red) piece of curve ending at point 4 and external to $\gamma_{\alpha}^{+,-1}$ (the blue one). Let us denote it by $\bar{C}$. We follow the flow of such points, integrating forward in time, up to the fourth crossing with $\Sigma^+$ (that is we take a suitable small range of values of $\theta_0$ for ejection orbits, such that at the second crossing with $\Sigma^+$ they define the points on the small piece of curve $\bar{C}$, and follow these orbits up to the fourth crossing with $\Sigma^+$. Actually if we took a very small sub-piece of such curve $\bar{C}$, we would obtain a replication of the Figure 14 left: the closer the sub-piece of curve is to the intersection point (between the blue curve $\gamma_{\alpha}^{+,-1}$ and $\gamma_{\alpha}^{+,-2}$), the similar replication to the Figure 14 left will be obtained. Since the corresponding orbits pass very close to the $LPO_1$, turning $k$ times the $LPO_1$, the trajectories from the second to the fourth crossing with $\Sigma^+$ will be (almost) a replication of those going from $W^u(LPO_1)$ to the second crossing with $\Sigma^+$. Therefore varying $k$ (that is, taking smaller and smaller sub-pieces of the small piece $\bar{C}$ we obtain a foliation of (almost) replications of the curve $\gamma_{\alpha}^{+,-2}$. This foliation is shown in Figure 14 right. Due to the closely packed foliation, the plot apparently looks like the left one but it is not exactly equal.

So we conclude that the structure of homoclinic orbits is amazingly rich.

5.2 Generation of infinitely many EC orbits

This subsection is focussed on describing a mechanism that explains how a chaotic infinity of EC orbits are obtained taking into account the role of the $LPO_1$. We will distinguish two cases: EC
orbits to the same primary and ejection orbits from one primary and collision with the other one.

5.2.1 EC orbits from/to $P_1$ involving the $LPO_1$

An EC orbit is a trajectory that belongs to $W^c(P_1) \cap W^e(P_1)$ (recall the notation introduced in Subsection 3.2). So actually we just need to compute such intersection on a Poincaré section. However, such intersection is very intricate, due in particular to the role of the $LPO_1$, as we shall show.

In order to simplify the exposition, let us start with the simplest EC orbits at $P_1$, involving the $LPO_1$. This means a trajectory that ejects from $P_1$, goes directly to the $LPO_1$ (that is, has $n = 0$ close passages around the primary), is a non transit orbit and turns back to collide with $P_1$ (after $j = 0$ close passages around the primary).

In order to find numerically such EC orbits, and guarantee the implication of the $LPO_1$, we just need to take into account a suitable set of initial angles $\theta_0$ close to $\theta_0^0$ and $\theta_0^r$, that is ejection orbits passing close to the $LPO_1$, which are, moreover, non transit orbits (to guarantee the return towards $P_1$). This requirement leads us to take into account the heteroclinic connections $H^1_0$ and $H^2_0$.

More specifically we must intersect the curves $\gamma^1_{c,0}$ (collision orbits, integrated backward in time with $n = 0$, up to the first crossing with the section $\Sigma^+$) and either $\gamma^2_{c,0,l}$ or $\gamma^2_{c,0,r}$ (ejection orbits, integrated forwards in time with $n = 0$, and which we know they pass close to the $LPO_1$ and are non transit, up to the second crossing with the section $\Sigma^+$). We remark that we precisely select the pieces of $\gamma^2_{c,0,l/r}$, since we know they are non transit.

Let us focus on the intersection $\gamma^2_{c,0,r} \cap \gamma^1_{c,0}$. See Figure 15 left ($(y, \dot{y})$ projection): the spiralling curves are plotted in green and $\gamma^1_{c,0}$ in blue. Each point belonging to the intersection of the green and blue curves is a point that belongs to an EC orbit (forward in time collides with $P_1$ and backward in time ejects from it and along its trajectory visits the $LPO_1$). So from the left plot, we see apparently two intersection points, that is two EC orbits. Let us denote by $E_1$ and $E_2$ these two apparent points that correspond (integrating forward in time) to collision orbits with initial angles $\theta_{0,l}$ and $\theta_{0,c}$, respectively. In Figure 15, $E_1$ and $E_2$ are the apparent intersection points with lower and higher value of $\dot{y}$ respectively. However, due to the heteroclinic connections $H^1_0$ and $H^2_0$, the green curve is an infinitely spiralling one, and this means that the apparent two points are actually a double infinitely countable set of intersection points, corresponding to a double infinitely countable set of values of initial angles $\theta_0$ very close to an apparent value $\theta_{0,l,c}$ and $\theta_{0,c}$, respectively. Let us denote by $C^{\infty}_{l,c}$ and $C^{\infty}_{c,c}$ both sets of initial angles. Each infinity has to do with the infinity of spiral turns of the curve $\gamma^2_{c,0,l/r}$, and recall that this infinity of turns is related to the number of $k$ turns ($k$ from 0 to infinity) that the ejection orbit does around the $LPO_1$ (as discussed in the previous Section).

Considering $\gamma^2_{c,0,r} \cap \gamma^1_{c,0}$, a double infinitely countable set of EC orbits is obtained. We observe that all these EC orbits share a common property: the ejection angle is very close to $\theta_0^e$, so the initial path from ejection to (near) the $LPO_1$ looks quite the same as the path of $H_1$. Roughly speaking we will say that all these EC orbits have an "ejection road" type 1. Concerning the collision path, we will distinguish between those EC orbits with an intersection point, in $\gamma^2_{c,0,r} \cap \gamma^1_{c,0}$, near $E^1$ or $E^2$. We will say that the EC orbit has an "collision road 1" or "collision road 2", respectively. So depending on the intersection point considered, we will have an infinity of EC orbits leaving from $P_1$ following the ejection road 1 and going to collision following the collision road 1 (if the intersection point belongs to $C^{\infty}_{l,c}$); and an infinity of EC orbits leaving from $P_1$ following the ejection road 1 and going to collision following the collision road 2 (if the intersection point belongs to $C^{\infty}_{c,c}$). For each infinity, the distinction between two EC orbits is simply the number of turns, $k$, around the $LPO_1$ after the ejection and before the collision.

Similarly we can think about $\gamma^2_{c,0,l} \cap \gamma^1_{c,0}$. See Figure 15 middle with the same colour code. Now it is the heteroclinic orbit $H^2$ which plays a role. Roughly speaking we will say that all these EC orbits...
have an "ejection road" type 2, because the initial angle is close to $\theta_0^2$. Again, in both cases, the infinity appears because of the number $k$ of turns around the $LPO_1$. Therefore these four roads are the responsible for the existence of infinitely many EC orbits just choosing one "ejection road" and one "collision road", on the one hand, and taking into account the number of turns around the $LPO_1$, on the other hand. For each choice of the "ejection road" and "collision road" selected, we have an infinity of EC orbits with $n = 0$ close passages around $P_1$. To illustrate some particular EC orbits, in Figure 16, we take three specific intersection points in $C_\infty^1$ that is in $\gamma^2_{e,0,l} \cap \gamma^1_{c,0}$, corresponding to $k = 0, 1, 2$ turns around the $LPO_1$. The three of them take the "ejection road 2" and the "collision road 1" (see the top middle figure). We plot the associated EC orbits in the top right figure (orbit 1 with $k = 0$, bottom left figure (orbit 2 with $k = 1$) and bottom right figure (orbit 3 with $k = 2$). According to the code defined in the previous Section, such orbits are coded by: $E_0^1 - PO^0 - C_1^0$, $E_1^1 - PO^1 - C_1^0$ and $E_2^1 - PO^2 - C_1^0$, respectively. Going on with some examples, taking $k = 0$ and the possible ejection road and collision road, we have four EC orbits shown in Figure 17. First row: two orbits with choice of ejection road 1 (left, due to $\gamma^2_{e,0,l}'$, and either collision road 2 (orbit A in the middle) or collision road 1 (orbit B in the right). Second row: two orbits with choice of ejection road 2 (left, due to $\gamma^2_{e,0,l}$), and either collision road 2 (orbit C in the middle) or 1 (orbit D in the right, which coincides with Figure 16 bottom left). All of them coded by $E_0^0 - PO^0 - C_0^1$. We want to emphasize that, so far, we have shown these four mechanisms (2 choices for the ejection road and 2 for the collision road) to explain the existence of the simplest EC orbit involving the $LPO_1$ with $n = 0$ (close passages from ejection to the $LPO_1$) and $j = 0$ (from the $LPO_1$ to collision arriving at collision after $j$ close passages). Of course, we can repeat the same kind of description for each given value of $n$ and $j$. Regarding the number $j$, we plot in Figure 15 the curves obtained from collision with $P_1$, backwards in time up to $\Sigma^+$, for $l = 2$ (in red) and for $l = 3$ (in orange). The same four mechanisms apply again. For each ejection road and collision road chosen, we obtain an infinity of EC orbits (regarding the $k$ turns around the $LPO_1$). Some particular examples are shown in Figure 17. We take $n = 0$ and $j = 2$ (third and fourth rows): orbit E (with ejection road 1, collision road 2), orbit F (with ejection road 1, collision road 1), orbit G (with ejection road 2, collision road 2), orbit H (with ejection road 2, collision road 1). All these orbits are coded as $E_0^0 - PO^0 - C_2^1$. Similarly we take $n = 0$ and $j = 3$ (fifth and sixth rows), EC orbits I, J, K and L, coded as $E_0^0 - PO^0 - C_3^1$. 5.2.2 EC orbits ejecting from one $P_1$ involving the $LPO_1$ and colliding with $P_2$ An EC orbit ejecting from one primary ($P_1$ for instance) and colliding with the other primary ($P_2$) is a trajectory that belongs to $W^c(P_1) \cap W^c(P_2)$. So we will proceed in a similar way as in the previous subsection. In this case we will consider the intersection between the curve $\gamma^0_{e,0,l}'$ (the bar denoting collision orbits to $P_2$, integrated backward in time with $j$ close passages around $P_2$, up to the first crossing with the section $\Sigma^-$) and $\gamma^2_{e,0,m}$ (ejection orbits from $P_1$, integrated forwards in time with $n = 0$, and that we know that pass close to the $LPO_1$ and are transit orbits, so we follow the orbits up to the second crossing with $\Sigma_+$. We remark that we precisely select the piece of $\gamma^2_{e,0,m}$, since we know they are transit orbits. We can see in Figure 15 right the curve $\gamma^2_{e,0,m}$, which is a double infinite spiral (in green) and $\tilde{\gamma}^1_{e,j}$, for $j = 0$ (in blue), $j = 2$ (in red) and $j = 3$ (in orange). So, fixed $n$, the curve $\tilde{\gamma}^1_{e,j}$ intersects $\gamma^2_{e,0,m}$ (the green one) in four infinitely countable sets of points (versus two infinite sets in the EC orbits to the same primary, as discussed in the previous subsection). Thus, we obtain four infinitely countable sets of ejecting orbits from $P_1$ and colliding with $P_2$. Similarly as before,
the geometry of these orbits is determined through two ejection roads 1 and 2 (due to the double spiral) and two collision roads 1 and 2 (due to the intersection points). We show some particular examples \((x,y)\) projection in Figure 18. First row: orbits coded as \(E^0_1 - PO^0 - C^0_2\). Second row: \(E^0_1 - PO^0 - C^2_2\). Third row: \(E^1_1 - PO^0 - C^2_2\).

As above, these are the simplest orbits. We might take a value of \(n\), a value of \(j\) and a value of \(k\), to find a zoo of ejecting orbits from \(P_1\) and colliding with \(P_2\). However, in all the cases the geometrical mechanism is always the same.

![Figure 15: \(\mu = 0.5, C = C_{L2}\) \((y,y')\) projection. Curves \(\gamma^2_{c,0,i}\), \(\gamma^n_{c,0}\), for \(n = 0\) (blue), \(n = 2\) (red), \(n = 3\) (orange). Left. \(i = r\). Middle. \(i = l\). Each intersection point between the green curve and another one is a point of an EC orbit with \(P_1\). Right. Curves \(\gamma^2_{c,0,m}\), \(\gamma^3_{c,j}\), for \(j = 0\) (blue), \(j = 2\) (red), \(j = 3\) (orange). Each intersection point between the green curve and another one is a point of an EC orbit (ejects from \(P_1\) and collides with \(P_2\)).](image)

### 6 Global evolution and detection of ejection-collision orbits

Our main goal in this Section is to provide a plot that contains the description of the dynamics of any ejection orbit, for a given finite range of time. That is, we provide a plot containing the dynamics of the set of ejection orbits from a global point of view. Thus, naturally, we should present a 3D-plot containing the dynamical information in the variables \(x, y\) and time. But this turns out to generate very heavy loaded plots. Instead, we will use lighter 2D plots with colours containing 3D information. We call them **colour diagram plots**. Roughly speaking, the whole motivation and goals of the paper are provided in these colour diagram 2D plots in Figures 22 and 23. We will discuss the effect that the variation of \(C\) has on the dynamics on the ejection orbits, and, of course, we will recover the information described in the previous Sections concerning transition intervals \(I_n\) and chaos.

So, for a value of \(\mu \in (0,1)\) given, the particle ejects from the big \((\mu \in (0,0.5])\) or small primary \((\mu \in (0.5,1))\) and we fix a value of \(C\). Since we are particularly interested in the influence of the \(LPO_1\) and their manifolds on ejection orbits, we will consider (as in the previous sections) values of \(C \geq C_{L2,3}\).

But before providing directly such diagram plots and their description, we discuss first two items which should be understood independently and that afterwards, will appear as part of the diagram plots. We think they will help the reader to easier interpret and understand the meaning of such 2D plots.

1. **Time to reach the successive minima distances to a primary.** We want to illustrate the effect of decreasing \(C\) (for \(\mu\) fixed) on the time needed to make an excursion from ejection until the next passage at minimum distance with respect to a primary. To do so we compute the normalized time to reach the \(k\)-th close approach to the primary as a function of the initial ejection angle, that is, for a given \(\mu\) and \(C\) fixed, we compute
Transit regions and ejection/collision orbits in the RTBP.

Figure 16: $\mu = 0.5, C = C_L$. Top left. $(y, \dot{y})$ projection. Curves $\gamma^2_{c,0}$, $\gamma^1_{c,0}$. We choose three intersection points corresponding to $k = 0,1,2$ turns around the LPO$_1$. The three of them take the "ejection road 2" and the "collision road 1". We plot the associated EC orbits (black path) with $k = 0$ (orbit 1, top right), $k = 1$ (orbit 2, bottom left) and $k = 2$ (orbit 3, bottom right). $(x,y)$ projection. The blue and red orbits correspond to the heteroclinic connections $H_1$ and $H_2$ respectively.

$$T^N_k(\theta_0) = \frac{T_k(\theta_0)}{\bar{T}_k}$$

where $T_k(\theta_0)$ is the necessary time to reach the $k$-th minimum distance to the primary for that $\theta_0$ and $\bar{T}_k$ is the mean value obtained from all the values of $T_k$ varying $\theta_0$, that is, the mean time that the ejection orbits need to reach the $k$-th minimum distance.

We plot in Figure 19 top the curves obtained for $T^N_k(\theta_0)$ for $k = 1, \ldots, 10$ and different values of $C$. On the $x$-axis we put the $k$-th close approach, and on the $y$-axis the initial ejection angle $\theta_0$. The green curve corresponds to $C = 10$, the blue one to $C = 5$, the black one to $C = 4.2$ and the red one to $C = 3.8$. Two aspects should be mentioned. First, as expected, for an ejection angle $\theta_0$ close to $\pi/2$, since the ejection velocity points towards the other primary, the influence of this other primary is apparent, not only for big values of $k \geq 4$ but also for small ones. For small values of $k$, we see almost vertical curves with a clear deviation (maximum in time) for $\theta_0$ near $\pi/2$. See Figure 19 (top) for $k = 1, 2, 3$. In particular, for $k = 1$, we plot in the figure a zoom area and by a dot we remark the time to reach the maximum time of the curves $T^N_k(\theta_0)$, for the four different values of $C$. In the bottom figure, we plot the corresponding ejection orbits (for the four particular values of $\theta_0$), in the $(x,y)$ variables, for the range of time that it takes to reach the first minimum (in continuous line) and a bit more (in discontinuous line). We observe how the shape of the ejection curve changes close to the minimum when decreasing $C$. For bigger values of $k$, the deviation, when $\theta_0$ is near $\pi/2$, is clearly more visible and the time to reach the $k$-th minimum distance gets longer. See the top figure for $k \geq 7$. Second, when $C$ decreases and $k$ increases, the curves for each $k$ look like waves with
Figure 17: $\mu = 0.5$, $C = C_{L_2}$. Left. Curves $\gamma_{c,0,n/1}$ and $\gamma_{c,n}^1$ (left column) $(y, \dot{y})$ projection. Middle and right columns, $(x, y)$ projection. $n = 0$, first and second rows. Orbits $E_0^1 - PO^0 - C_1^0$. $n = 2$, third and fourth rows. Orbits $E_1^0 - PO^0 - C_1^2$. $n = 3$, fifth and sixth rows. Orbits $E_1^0 - PO^0 - C_1^3$. 
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Figure 18: $\mu = 0.5, C = C_{L_2}$. Some orbits ejecting from $P_1$ and colliding with $P_2$. $(x, y)$ projection. First row: orbits coded as $E_1^0 - PO^0 - C_2^0$. Second row: $E_1^0 - PO^0 - C_2^2$. Third row: $E_1^0 - PO^0 - C_2^3$.

several ripples. It is clear that as $C$ decreases, the amplitude of the $LPO_1$ gets bigger, and its stable and unstable manifolds play also some role on the trajectory of the ejecting orbits giving rise to such ripples. Actually this is consistent with the description done in the previous sections.

(ii) System of coordinates used and particular examples. In order to understand the system of coordinates used, we divide the bounded Hill region in two regions separated by the line $x = x_{L_1}$. We use polar coordinates $(r, \theta)$ (instead of cartesian ones $(x, y)$) at each region around the corresponding primary which is at the origin of this system of coordinates. Each region has a colour, blue for the region around the right primary and red for the one around the left primary. Actually we will use a shaded gradual colour to identify the angle $\theta$, and the contour level curves also in a shaded gradual colour will identify the distance $r$ to the primary. In Figure 20 we show an image for $C = C_{L_2}$ and $\mu = 0.3$ (left), $\mu = 0.5$ (middle) and for $C = C_{L_2}$ and $\mu = 0.8$ (right). As shown in the plots, an angle of $\theta$ near 0 (near $2\pi$) corresponds to dark blue (light blue), in the region around $P_1$. Similarly we use orange (dark red) in the region around $P_2$. On the other hand, the darker (lighter) the contour lines are, the closer (further) the particle is from the corresponding primary.

So the important point is to visualize the dynamical behaviour of an orbit (and particularly an ejection orbit), along time, through colours. In Figure 21 we show three different examples of orbits and its evolution in the range of time $[0, 5]$, both in cartesian coordinates and the corresponding colour code band. The first example corresponds to an ejection orbit (in blue). In $(x, y)$ coordinates the trajectory is self explanatory. The number labels on the trajectory correspond to the location of the particle at the precise instants of time $t = 1, 2, 3, 4, 5$. When regarded according to the colour code band (first one in the bottom figure), we observe the following: since the colour is always blue, the ejecting particle from $P_1$ remains in that region; from $t = 0$ to $t = 2$, and from $t = 4$ to $t = 5$ the angle crosses the line $\theta = 0$, and the vertical lines provide information about the distance from the particle to $P_1$. We see vertical darker lines when the particle is closer to the primary, and the bands with a similar intensity of blue correspond to the upper or lower half plane. Regarding the second example, the red orbit in $(x, y)$ coordinates lives in the region around $P_2$. We can see the close and far passages.
around $P_2$ through the vertical lines and the successive passages of the angle through $\theta = 0$, from the sudden changes from lightest orange to darkest red. Finally, the third example corresponds to an orbit that transits from the region around $P_1$ to the region around $P_2$. This is clearly seen on the third colour code band, from $t = 0$ to close to $t = 1$: we infer the behaviour of the particle on the region around $P_1$, from the blue colour and its varying intensity. Then the sudden change from blue to orange corresponds to a transition from one region to the other one. From now on, the intensity in red and the vertical lines describe the trajectory of the particle in that region as time passes by.

Figure 19: $T_k^n(\theta_0)$ at the $k$-th minimum distance with the primary for $\mu = 0.2$. The green curve corresponds to $C = 10$, the blue one to $C = 5$, the black one to $C = 4.2$ and the red one to $C = 3.8$.

Figure 20: Bounded Hill region and identification of the two separate regions, one around each primary. $C = C_{L_2}$ and $\mu = 0.3$ (left), $\mu = 0.5$ (middle). $C = C_{L_3}$ and $\mu = 0.8$ (right).

Now, let us proceed to an important point of the paper and that somewhat collects and reflects the results discussed in the previous sections: the description of the colour diagram plots. After explaining the colour code to follow the actual trajectory of any particular ejection orbit (as done in the previous item (ii)), we have done massive simulations in order to obtain the complete colour code diagrams for different values of $\mu \in (0, 1)$ and varying $C$.

For example, we provide the colour code diagrams in Figure 22 for $\mu = 0.5$, and different values of $C$. 
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Figure 21: Three different examples of orbits in \((x, y)\) coordinates (top) and the associated colour code (bottom), for \(t \in [0, 5]\). Number labels are added to identify easily the actual geometrical path with the colour in the diagrams.

Let us start with Figure 22. We show the colour code diagrams obtained for \(\mu = 0.5\) and \(C = C_{L1} = 4.25, 4.1, 4, 3.85, C_{L2} = 3.7067962240861525\) and range of time \(t \in [0, 10]\) (from top to bottom). Notice that on the \(y\)-axis, we also add the transition intervals \(I_n\) (range of values of \(\theta_0\) for which there is transition from one region to the other one), discussed in Section 4. We keep the same colour used in Figures 8 and 9: blue, red and brown for \(n = 0\), \(n = 2\) and \(n = 3\) ejection orbits, respectively.

Recall that \(n\) allows to classify the ejection orbits since it is the number of close passages that the ejection orbit describes after ejection, and the endpoints of each interval (that give rise to heteroclinic connections \(P_i - LPO_1\) are the frontier between two regimes, transit to the region around the other primary or remaining in the same region the particle ejected from. As discussed in Section 4, such transition intervals appear depending on \(\mu\) and \(C\), for \(n\) given. That is the reason why in the figure only such intervals appear in the last two plots. Now let us explain each plot in the Figure 22.

For \(C = C_{L1} = 4.25\), the bounded motion takes place in each independent Hill region around the primary, so any ejection orbit remains on this region for ever. See Figure 22 first row. For a given \(\theta_0\), the particle ejects form \(P_1\), does the successive far and close passages around the primary \(P_1\) (visible by the darker successive curves). This first plot is related to the top one of Figure 19. If we decrease the value of \(C\) just a bit, for example \(C = 4.1\), there is a very narrow channel that communicates the region around \(P_1\) and the region around \(P_2\). Although there exists the \(LPO_1\) with a small amplitude as well as its invariant stable and unstable manifolds, their influence has no apparent effect for this range of time (we would see its effects for longer ranges of time). So we do not see yet any ejecting orbit that transits to the region around \(P_2\). See Figure 22 second row. For \(C = 4\), the channel is wider and so is the \(LPO_1\). So now the transit passage from one region from one region to the other one is more feasible. We observe in Figure 22 third row the two thin tongues of transit orbits that have appeared, clearly seen by the change of colour from blue to orange. Now for a value of \(\theta_0\) in between these two tongues, we can easily describe the corresponding ejection orbit. For example, if we take \(\theta_0\) in the first tongue (values of \(\theta_0 < \pi/2\)), we see that the particle, after ejecting from \(P_1\) and describing six close passages around this primary (seen as six darker blue wave deformed vertical
curves), transits to the region around $P_2$ (entering through the region $x < 0, y > 0$, orange colour), describes one turn around $P_2$ (colour changes from orange to red) and transits again to the region around $P_1$ (blue colour).

For $C = 3.85$, see Figure 22 fourth row, the channel gets wider now and there is a tongue of transit orbits, which appears for $t$ less than the unity (see the orange tongue in the figure). For such orbits, the particle ejects from the primary $P_1$, has $n = 0$ close approaches to $P_1$ and transits to the region around $P_2$ (look at the change of colour from blue to orange approximately in the central part of the plot). The blue transition interval (on the $y$ axis) $I_0 = (\theta_0^b, \theta_0^r)$ (for $n = 0$) (according to the notation of Section 3) is also plotted. We know that for the values of $\theta_0$ and $\theta_0'$ endpoints of $I_0$ we have heteroclinic connections which are responsible for the chaotic motion if we take values of $\theta_0$ close to both of them (due to the existence of many heteroclinic connections $P_1 - LPO_1$). This can be checked on the plot where many changes of colour are clearly visible. For values of $\theta_0$ in the central part of interval, the path of the trajectories can still be distinguished (for $t \in [0, 7]$), whereas for values of $\theta_0$ near $\theta_0'$, $i = 1, 2$, we see chaotic behaviour (that is, very thin tongues non distinguishable).

Finally for $C = C_{L_{23}}$, the channel is yet wider, and there appear new sets of transit orbits, clearly visible from the change of blue colour to red/orange in the plot. See Figure 22 last row. Of course, these transitions are in accordance with the intervals $I_n$, for $n = 0, 2, 3$, also plotted on the $y$-axis.

Remark that simply looking at the plot (the deformed darker vertical waves), we can count the number $n$ of close approaches before the transition ($n = 0$ for the blue interval, $n = 2$ for the red one and $n = 3$ for the brown one).

Now let us move to the next figure and discuss the global evolution of the ejection orbits, not in terms of variation of $C$, for $\mu$ fixed, but with respect to $\mu$, for a $C$ fixed. We will consider $C_{L_{23}}$ (see Figure 20) where both the channel between the regions around each primary and the amplitude of the $LPO_1$ are maxima. We remark, however, that the size of the channel and the amplitude increase with $\mu$. In Figure 23 we plot the colour diagrams for the values of $\mu = 0.2, 0.3, 0.7, 0.8, 0.9$ (from top to bottom plots). It is clear from the pictures that for moderate values of $\mu$ ($\mu = 0.2$ on the first row plot) the particle that ejects from the big primary $P_1$ does not feel enough attraction from the small primary and the $LPO_1$ is also small, so the particle, for this range of time, remains on the region around $P_1$. However, when $\mu$ increases, as expected, the particle feels the attraction of the other primary, and since the $LPO_1$ is bigger, it is easier to have ejection orbits that transit to the other region. In a natural way, there appears a main tongue of transit orbits for $\theta_0$ near $\pi/2$. Again we have plotted the transition intervals $I_n$, $n = 0, 2, 3$ on the $y$-axis, as particular examples. A final remark is that just looking at these diagrams, not only we recognise the $I_n$ intervals, for $n = 0, 2, 3$, but we easily identify other transition intervals. For example see the interval $I_5$ (not labelled on the $y$-axis) on second row plot: we can see the horizontal tongue on the approximate central part of the plot for an interval of time $[0, 6]$; for each value of $\theta_0$ in this interval, the corresponding ejection orbit crosses five deformed darker vertical curves, each one associated to a close passage to $P_1$.

Just to end this Section, and after the above discussion of the evolution of the ejection orbits, from the ejection instant up to $t = 10$, focussing on successive transitions and close passages to one primary, let us concentrate on a particular type of ejection orbits: the Ejection-collision orbits. More specifically, let us explain how to visualize two cases: first, ejection-collision orbits with a primary and, second, ejection from one primary and collision to the other one.

So first, let us focus on the EC orbits with a primary. We show in Figure 24 a zoom area for $t \in [0, 5]$ and $\theta_0 \in [0.7, 1.5]$, $\mu = 0.5$ and $C = C_{L_2}$, where we distinguish two values of $\theta_0$ for which we obtain two EC orbits with the big primary. We label the collision points by $C_1$ and $C_2$ on the diagram. Of course, concerning the two top plots, we have the same information taking into account the usual time $t$ or the local Levi-Civita time $s_1$. However, we remark the advantage of using $s_1$ instead of $t$: the thin transition of blue colour using $t$ (the left plot) is widened taking the time $s_1$ and therefore the transition is more clearly visible. Let $\theta_{0,c}$ be the specific value for the EC orbit that collides at $C_1$. We know that $d\theta/ds$ will be zero at the instant of collision. Moreover, for two different values

\[ \text{Figure 23: we plot the colour diagrams for the values of}\]
of $\theta_0$, one bigger and the other one smaller than $\theta_{0,c}$, we know that $d\theta/ds$ will change sign, at the minimum distance to the primary. This change of sign is precisely what we show in the plot: for the three orbits, blue, red (EC orbit) and green (in the bottom left figure), we see this change of sign close to the collision, that is the particle passes on one side (for the blue orbit) or the other one (for the green orbit) with respect to the primary. Similarly, in the top figure, we take the three initial values of $\theta_0$ labelled by the same small colour arrows, and we follow for each $\theta_0$ the corresponding ejection orbit along time. For a range of time $s_1$ near the time of collision at $C_1$, we see the degradation of blue colour that goes from dark blue to light one for $\theta_0 < \theta_{0,c}$ and from light blue to dark one for $\theta_0 > \theta_{0,c}$. In between we take the $\theta_{0,c}$ value and on the same range of time, we see that the orbit after and before the collision remains on the same colour region (dark blue in the top figure). A completely analogous behaviour is observed for the collision at $C_2$. Now the orbits are coloured purple, orange and dark green.

Second and finally, concerning the EC orbits that eject from one primary and collide to the other one, a similar description is obtained. In Figure 25, we consider $\mu = 0.5$ and $C = C_{L_2}$, and show the evolution of five ejection orbits, purple, green (EC orbit), orange, blue (EC orbit) and red. Of course, in the colour code diagram, the ejection orbits start at the blue region (because they eject from $P_1$), but move to the other region (change of colour from blue to orange or dark red). We can distinguish the collision because if we take a small box containing on its center $C_1$ (and not containing $C_2$) on the right plot, then varying $\theta_0$ on this box from top to bottom, we see the degradation from orange to red above $C_1$ (look at the orange orbit that describes an increasing angle –in polar coordinates– close to the collision); we observe a degradation from red to orange under $C_1$ (look at the yellow orbit that describes a decreasing angle –in polar coordinates– close to the collision). Therefore, necessarily there must exist a collision in between (look at the blue EC orbit at $C_1$). A similar reasoning applies to a small box containing $C_2$ (and not $C_1$). Now we can consider the yellow, green (collision) and purple orbits.

7 Conclusions

From the numerical simulations done, we can conclude that there is a rich variety of behaviours as far as ejection orbits are concerned. In the range interval $C \in [C_{L_2}, C_{L_1}]$, such richness is explained from the $LPO_1$ and its invariant stable and unstable manifolds that do interact with the ejection orbits. In particular, the many infinities of homoclinic orbits to $LPO_1$ give rise to a rich generation of also many infinities of heteroclinic connections $P_1 - LPO_1$ that at the same time have a direct effect on the classification of the dynamical trajectory of the ejection orbits (taking into account the number of close approaches to one primary and the transit/non transit property). A final conclusion is that, given $\mu$ and $C$, suitable two dimensional plots (instead of 3 dimensional heavier ones) can be generated in order to have a global picture of the dynamical behaviour of the whole set of ejection orbits for a finite range of time.
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Figure 22: Colour code diagrams for $\mu = 0.5$ and $C = C_{L1}, 4.1, 4.3, 3.85, C_{L2}$ (from top to bottom). On the y-axis, we add the transition intervals $I_n$: blue, red and brown for $n = 0$, $n = 2$ and $n = 3$ ejection orbits, respectively. See more explanation in the text.
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Figure 23: Colour code diagrams for $C = C_{L2}$ and $\mu = 0.2, 0.3, 0.7, 0.8$ and $0.9$ (from top to bottom). On the $y$-axis, we add the transition intervals $I_n$: blue, red and brown for $n = 0$, $n = 2$ and $n = 3$ ejection orbits, respectively. See more explanation in the text.
Figure 24: Top. Zoom of a colour code diagram to visualize two different EC orbits, the collision taking place at $C_1$ and $C_2$ respectively. On the $x$ axis, the usual time $t$ (left) and Levi-Civita time $s_1$ (right). Bottom. $(x, y)$ variables. We plot the two EC orbits and two orbits nearby to show the path close and at collision. Increasing $\theta_0$ compare the blue and green ejection orbits, with the red EC orbit $C_1$ in between; and similarly, the purple and dark green orbits with the orange EC one $C_2$ in between. The values of $\theta_0$ for these orbits are indicated, with the same colour, in the ordinate axis of the top figures.
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Figure 25: Top. Zoom of a colour code diagram to visualize two different orbits, that eject from $P_1$ and collide with $P_2$, the collision taking place at $C_1$ and $C_2$ respectively. On the $x$ axis, the usual time $t$ (left) and Levi-Civita time $s_1$ (right). Bottom. $(x, y)$ variables. We plot five ejection orbits to show the path close and at collision. Decreasing $\theta_0$ compare the orange and yellow ejection orbits, with the blue EC orbit in between; and similarly, the yellow and purple orbits with the green EC one in between. The values of $\theta_0$ for these orbits are indicated, with the same colour, in the ordinate axis of the top figures.
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