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Clement Requilé
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Problem 1 [10 points]: A die is rolled repeatedly. Which of the following are Markov
chains? For those which are homogeneus, give the transition matrix:

• The largest number Xn shown in the n-th roll.

• The number Nn of sixes in n rolls.

• At time r, the time Cr since the most recent six.

Problem 2 [10 points]: Prove that

1. Pii(s) = 1 + Fii(s)Pii(s).

2. Pij(s) = Fij(s)Pjj(s), if i ̸= j.

Prove also that if three states i, j, k satisfy that i ↔ j, j ↔ k, then i ↔ k.

Problem 3 [10 points]: Let {Xn}n≥1 a sequence of independent identically distributed ran-
dom variables, and write Sn =

∑n
r=1 Xn, S0 = 0, Yn = Xn + Xn−1 (assuming that X0 = 0)

and Zn =
∑n

r=0 Sn. Which sequence ({Sn}, {Yn}, {Zn}) defines a Markov chain?

Problem 4 [10 points]: Let X = {Xn}n≥0 be a Markov chain with an absorving state s
such that all the other states i communicate. Show that all states other than s are transient.


