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1. Introduction

Bifurcations are responsible for qualitative changes in dynamical systems due to parameter changes [1,2]. Generically, bifurcations can be classified as local or global. Local bifurcations involve fixed points, which can suffer changes of
stability or collisions between them. Classical examples of local bifurcations are transcritical, saddle–node, pitchfork, or Hopf–Andronov bifurcations [1]. Bifurcations play a key role in population dynamics models [3–11] since they often involve species’ extinctions. Further theoretical research in biological and socioecological systems has revealed bifurcation phenomena [12–17]. Bifurcations have also been found in a wide variety of models of physical systems, including elastic-plastic materials [18], electronic circuits [19], or open quantum systems [20]. More importantly, bifurcations have been experimentally shown in physical [21–24], chemical [25,26], and biological systems [27,28].

One of the most remarkable properties of systems approaching a local bifurcation is that transient relaxations suffer a slow down. The duration of these transients typically scales with the distance to the bifurcation value [2,29]. Such scaling behaviour is found in continuous-time (flows) and discrete-time (maps) dynamical systems alike. For instance, the duration of transients, \( \tau \), in transcritical bifurcations diverges as a power law \( \tau \sim |\mu - \mu_c|^{-1} \), with \( \mu \) and \( \mu_c \) being, respectively, the bifurcation parameter and the bifurcation value. The same scaling exponent is found in the supercritical Pitchfork bifurcation in flows [29], and in the Pitchfork and period-doubling bifurcation in maps [30]. For the saddle–node bifurcation the delay scales as \( \tau \sim |\mu - \mu_c|^{-1/2} \) for flows and maps [2,31,32] (see also [22] for experimental evidence of this power law in an electronic circuit). The same scaling exponent has been recently found in a delayed differential equation undergoing a saddle–node bifurcation [33].

Global bifurcations involve objects with dimension greater than 0 in the phase space, such as invariant curves, periodic orbits, tori, or strange attractors. Well-known global bifurcations are the saddle–node bifurcation of periodic orbits, both the homoclinic and heteroclinic bifurcations [1], or the so-called chaotic crisis (originally labelled as fusion of strange attractors [34]), where a strange chaotic attractor collides with another object such as an unstable periodic orbit [35] or a chaotic saddle [36]. Chaotic crises are responsible for transient chaos, given by a chaotic orbit that asymptotically achieves another type of attractor. Chaotic crises result in a type of transient relaxation known as a chaotic crisis. They are responsible for transient chaos in flows, in which an unstable periodic orbit becomes chaotic due to collisions with another unstable periodic orbit on the basin boundary [37,38]. Global bifurcations have been also reported experimentally. For instance, homoclinic bifurcations have been identified in semiconductor lasers [39]. Evidences of transient chaos have been found in radio wave amplification by stimulated emission of radiation (NMR laser) [40] and in spin-wave experiments [41].

Recent research on population dynamics has focused on the so-called quasi-neutral curves, which are one-dimensional invariant objects with attracting and neutral directions. In some cases, these manifolds fall into the class of Normally Hyperbolic Invariant Manifolds (NHIM) [42–44]. Quasi-neutral manifolds have been investigated in the dynamics of allele fixation [45,46], in two-species Lotka–Volterra models [47] and in models of sexual diploid populations [48,49]. These manifolds have been also studied analytically and computationally in epidemiology [50] and in RNA viruses with different replication modes ranging between geometric and stamping machine modes [51]. Quasi-neutral curves imply coexistence within the phase space with different equilibrium states for different initial conditions. CQNE are formed by a continuum of equilibrium values: once an orbit reaches the CQNE, the dynamics stops. This dynamics is fundamentally altered in the presence of noise, which has been both an important subject of recent research in the context of noise-induced bistability [47,50,51].

In this paper, we focus on the deterministic dynamics close to a global bifurcation involving a CQNE (known as zip bifurcation). In this case, if we take away an arbitrarily small neighbourhood of a degenerate point, the CQNE is the union of two different NHIMs. Despite the dynamics on this quasi-neutral manifold is trivial, interesting transient phenomena arise close to the bifurcation. We explore this subject in a system describing the dynamics of two competing replicators including cooperation (autocatalysis) and obligate parasitism. Three dynamical regimes are observed depending on the fitness (replication rates) of the autocatalytic replicator, \( L \), and the parasite, \( K \): (i) when \( K > L \) the autocatalytic species is able to out-compete the parasite in a bistable regime including co-extinction; (ii) in the borderline case, \( K = L \), the system has a continuum of stable equilibrium points with one stable and one neutral directions, which involves the survival of both species in a structurally unstable scenario; and, last, (iii) when \( K < L \), both species become co-extinct in a monostable regime. The shift from scenario (i) to (iii) and vice versa is governed by a global bifurcation, which is degenerate, and involves a remnant CQNE. That is, for values of fitness extremely close to the bifurcation value, the species experience extremely long transients as they are captured by a ghost CQNE. The internal nullclines of the system become very close and glued to the CQNE. The flow passes throughout a bottleneck region in the phase plane causing such delays. We identify and analytically prove scaling laws of the form \( \tau \sim |\mu|^{-1} \) (with \( \mu := K - L \)), close to the bifurcation and for some initial conditions. The detailed results are contained in Theorems 1 and 2.

2. Mathematical model and results

We start by defining a dynamical system describing the population dynamics of two competing species including cooperation and parasitism. The specific system considers an autocatalytic replicator, \( x \), and an obligate parasite, \( y \), of the autocatalytic replicator. That is, species \( y \) receives catalysis from \( x \) but does not reciprocate such catalysis, while species \( x \) enhances its own replication. The system, only considering replication and decay processes, follows the next reactions:

\[
x + x \xrightarrow{L} 3x.
\]
Fig. 1. Different dynamical regimes obtained from Eqs. (5)–(6) with $\gamma = 0.1$. (a) When cooperators replicate faster than parasites (here with $K = 0.995$ and $L = 1$) two possible scenarios are found. Co-extinction (given by equilibrium $Q_0$) or only survival of the cooperator and extinction of the parasite (equilibrium $Q_+$) depending on the initial conditions. Notice that a saddle point $Q_-$ is in between both equilibria. (b) When both species replicate at the same rates (here with $K = L = 1$), bistability is also found, now with co-extinction or coexistence along the quasi-neutral curve $\varphi$, i.e., different initial conditions within the coexistence basins give place to different coexistence equilibria. (c) When parasites replicate faster than the autocatalytic species (here with $K = 1.0005$ and $L = 1$), both species become asymptotically extinct. Unstable equilibria are represented by grey circles, attractors in black ($Q_0$) and blue ($Q_+$) circles.

The reactions above, involving processes of competition between species (see below), can be modelled by:

\begin{align*}
  \frac{dx}{dt} &= L x^2 \left( 1 - \frac{x+y}{C} \right) - \gamma x, \\
  \frac{dy}{dt} &= K x y \left( 1 - \frac{x+y}{C} \right) - \gamma y. 
\end{align*}

Here the growth of the population is constrained by the logistic term $1 - (x+y)/C$, which introduces intra-specific competition ($C > 0$ being the carrying capacity) and bounds the growth of the system.

We will call $F$ the vector field that defines system (5)–(6). The state variables $x, y$ span the phase space

$$
\Sigma^0 := \{(x, y) \in \mathbb{R}^2 \mid x \geq 0, y \geq 0\}.
$$

Since $\dot{x} + \dot{y} = (Lx + Ky)(1 - \frac{x+y}{C}) - \gamma(x+y) < 0$ if $x + y \geq C$, we have that the orbits with initial conditions $(x_0, y_0) \in \Sigma^0$ arrive at $x + y < C$ after some time. For this reason we restrict the system to the domain

$$
\Sigma := \{(x, y) \in \Sigma^0 \mid x + y \leq C\}.
$$

Moreover, notice that the axes ($x = 0$, $y = 0$) are invariant and therefore $\Sigma$ is positively invariant. It is noteworthy that the sign of the parameter $\mu := K - L$ determines different scenarios that reflect the predominance of the catalytic aid from $x$ to $y$ over the autocatalytic replication of $x$ or vice versa. We refer to Fig. 1, upper row, for a schematic representation of these scenarios. A detailed look to the phase portraits shown in Fig. 1, from left to right, reveals a change of direction of the flow on an apparently invariant parabola-like curve. This fact suggests a slowing down of the flow for small values of $|\mu|$. In this section, we describe how the passage times close to this distinguished curve scale with parameter $\mu$ and we provide analytical proofs of this phenomenon. In Section 2.1, we give the basic notation and study the equilibrium points of the system and their stability. In Section 2.2, we underline general dynamical features and study the invariant manifolds of the saddle points. Finally, Section 2.3 contains the main results about the critical slowing down observed in the system close to bifurcation thresholds.

$$
\begin{align*}
  x + y &\xrightarrow{K} x + 2y, \\
  x &\xrightarrow{\gamma} \phi, \\
  y &\xrightarrow{\gamma} \phi.
\end{align*}
$$
2.1. Nullclines, equilibrium points and stability

In order to define the nullclines and equilibria (see Fig. 2 for a comprehensive plot), we rewrite system (5)–(6) as

$$\dot{x} = Lx^2 \left( g_v(x) - y \right) / C,$$

$$\dot{y} = Kxy \left( g_h(x) - y \right) / C,$$

where

$$g_v(x) = C - x - \frac{\gamma C}{L} \frac{1}{x} \quad \text{and} \quad g_h(x) = C - x - \frac{\gamma C}{K} \frac{1}{x}.$$  

(9)

Functions $g_v$ and $g_h$ vanish at the points $\delta_\pm$ and $\xi_\pm$, respectively, with

$$\delta_\pm = \frac{C}{2} \pm \sqrt{C^2 - 4\gamma C/L}$$

and

$$\xi_\pm = \frac{C}{2} \pm \sqrt{C^2 - 4\gamma C/K}.$$  

(10)

Therefore, we can write

$$g_v(x) = C - x - \frac{\gamma C}{L} \frac{1}{x} = -\frac{1}{x} (x - \delta_+) (x - \delta_-),$$

(11)

$$g_h(x) = C - x - \frac{\gamma C}{K} \frac{1}{x} = -\frac{1}{x} (x - \xi_+) (x - \xi_-).$$

(12)

Moreover, both functions have a unique maximum at

$$x_v = \sqrt{\frac{\gamma C}{L}} \quad \text{and} \quad x_h = \sqrt{\frac{\gamma C}{K}},$$

(13)

respectively, which satisfy

$$g_v(x_v) = C - 2\sqrt{\frac{\gamma C}{L}} \quad \text{and} \quad g_h(x_h) = C - 2\sqrt{\frac{\gamma C}{K}}.$$

The vertical nullcline is $\mathcal{M}_v = \{(x, y) \in \Sigma \mid \dot{x} = 0\}$ and can be decomposed as $\mathcal{M}_v = \mathcal{M}_v^1 \cup \mathcal{M}_v^2$ with

$$\mathcal{M}_v^1 = \{(x, y) \in \Sigma \mid x = 0\}$$

and

$$\mathcal{M}_v^2 = \left\{(x, y) \in \Sigma \mid y = g_v(x)\right\}.$$  

Note that $\mathcal{M}_v^2 \cap \Sigma \neq \emptyset$ if and only if $\gamma \leq CL/4$. Moreover, $\mathcal{M}_v^2$ is below the line $x + y = C$.

Analogously, the horizontal nullcline is $\mathcal{M}_h = \{(x, y) \in \Sigma \mid \dot{y} = 0\} = \mathcal{M}_v^1 \cup \mathcal{M}_h^2$ with

$$\mathcal{M}_h^1 = \{(x, y) \in \Sigma \mid y = 0\}$$

and

$$\mathcal{M}_h^2 = \left\{(x, y) \in \Sigma \mid y = g_h(x)\right\}.$$  

Similarly, $\mathcal{M}_h^1 \cap \Sigma \neq \emptyset$ if and only if $\gamma \leq CK/4$, and it lies below the line $x + y = C$.

The equilibrium points are located at the intersection of the nullclines. We have $\mathcal{M}_v^1 \cap \mathcal{M}_h^1 = \{Q_0\}$, with $Q_0 = (0, 0)$. If $\gamma \leq CL/4$, we have that

$$\mathcal{M}_v^2 \cap \mathcal{M}_h^1 = \{Q_-, Q_+\},$$

with $Q_\pm = (\delta_\pm, 0)$, see again Fig. 2.

If $\gamma > CL/4$, $\mathcal{M}_v^2 = \emptyset$. The intersection $\mathcal{M}_v^1 \cap \mathcal{M}_h^2$ is always void; moreover, $\mathcal{M}_v^2$ and $\mathcal{M}_h^2$ (when they are not void) coincide for $K = L$ and are disjoint otherwise. Thus, when $K = L$ and $\gamma < CL/4$ we have a curve $\mathcal{Q}$ of equilibrium points $Q_\pm = (x_\pm, y_\pm)$, with $\delta_- \leq x_\pm \leq \delta_+$, that contains $Q_\pm$ at its endpoints. Moreover, in this case, $\xi_- = \delta_- \text{ and } \xi_+ = \delta_+$.

The stability analysis of the equilibria will be carried out using the derivative of the vector field. For our system,

$$DF(x, y) = \left( \begin{array}{c} 2Lx \left( 1 - \frac{x+y}{C} \right) - \frac{\gamma}{x^2} - \frac{\gamma x}{K} \left( 1 - \frac{x+y}{C} \right) - \frac{\gamma}{x} y \left( 1 - \frac{x+y}{C} \right) - \frac{\gamma}{x} \left( 1 - \frac{x+y}{C} \right) \end{array} \right).$$

Let $\lambda_v(1)$ and $\lambda_v(2)$ be the eigenvalues of $DF(Q_0)$, $\lambda_h(1)$ and $\lambda_h(2)$, the eigenvalues of $DF(Q_{\pm})$, and $\lambda_v(1)$ and $\lambda_v(2)$, those corresponding to $DF(Q_0)$.

It is clear that $\lambda_v(1) = -\gamma$, and therefore $Q_0$ is an attractor. Concerning $Q_{\pm} = (\delta_{\pm}, 0)$, we notice that $L\delta_{\pm}(1 - \delta_{\pm}/C) = -\gamma$. We have

$$DF(Q_{\pm}) = \left( \begin{array}{c} -\frac{\gamma}{x} \delta_{\pm}^2 \left( \frac{\xi}{x} - 1 \right) \gamma \end{array} \right).$$

(14)
nullclines, equilibrium points and relevant regions for $\mu > 0$ (left) and $\mu < 0$ (right). Both axes are invariant and part of the nullclines, which are completed with the curves $N^2_{h}$ and $N^2_{v}$, defined respectively by $y = g_h(x)$ and $y = g_v(x)$. The maxima of these graphs are attained at $x = x_h$ and $x = x_v$, respectively. Equilibrium points are located at the origin and at the points $Q_{\pm} = (\delta_{\pm}, 0)$. In magenta, we show the unstable manifold of $Q_{+}$, $\mathbb{W}^u_{+}$ (panel a, case $\mu > 0$), and, in cyan, the stable manifold of $Q_{-}$, $\mathbb{W}^s_{-}$ (panel b, case $\mu < 0$).

Note that

$$\lambda_{\pm}^{(1)} = \gamma - L \delta_{\pm} = 2 \gamma - L \delta_{\pm},$$

and it can be shown (when $\gamma < CL/4$) that $\lambda_{-}^{(1)} > 0$ and $\lambda_{+}^{(1)} < 0$ (see Lemma 3). Moreover, $\langle(1, 0)\rangle$ is always the eigenspace associated to the eigenvalues $\lambda_{\pm}^{(1)}$. On the other hand,

$$\lambda_{\pm}^{(2)} = \left(\frac{K}{L} - 1\right) \gamma.$$

The corresponding eigenspace is $\langle(1, m_{\pm})\rangle$, where

$$m_{\pm} := -1 + \frac{\gamma C}{L x_{c}} \left(2 - \frac{K}{L}\right).$$

Consider now the points $Q_{c}$, which are equilibrium points only when $K = L$. We can write

$$Q_{c} = (x_{c}, y_{c}) = \left(x_{c}, C - x_{c} - \frac{\gamma C}{L} x_{c}\right), \quad \delta_{-} \leq x_{c} \leq \delta_{+},$$

where $(x_{c}, y_{c})$ satisfies

$$L x_{c} \left(1 - \frac{x_{c} + y_{c}}{C}\right) = \gamma.$$

Then

$$DF(Q_{c}) = \begin{pmatrix} \gamma - \frac{L}{C} x_{c}^2 & -\frac{L}{C} x_{c} y_{c} \\ \frac{\gamma}{L} x_{c} & -\frac{\gamma}{C} x_{c} y_{c} \end{pmatrix}.$$  \hspace{1cm} (15)

It is not difficult to check that $\det DF(Q_{c}) = 0$. This means that $\lambda_{c}^{(1)} = 0$ is an eigenvalue for any $c$. The other eigenvalue, $\lambda_{c}^{(2)}$, can be obtained from the trace of $DF(Q_{c})$:

$$\lambda_{c}^{(2)} = \gamma - \frac{L}{C} x_{c} (x_{c} + y_{c}) = 2 \gamma - L x_{c}.$$

To summarize, $Q_{0}$ is always an attractor and, whenever it exists, $Q_{-}$ is a repeller if $K > L$ and a saddle point if $K < L$. The equilibrium $Q_{+}$ is a saddle point if $K > L$ and an attractor if $K < L$, whereas $Q_{c}$ always has a neutral direction plus one unstable direction if $\delta_{-} \leq x_{c} < 2 \gamma / L$ or one stable direction if $\delta_{+} \geq 2 \gamma / L > x_{c}$. Finally, when $x_{c} = 2 \gamma / L$, $Q_{c}$ is neutral and $DF(Q_{c})$ is conjugate to

$$\begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix}.$$  \hspace{1cm} (16)
2.2. On the dynamics and the invariant manifolds of the saddle points

It is noteworthy that, since the equilibrium points lay on an invariant line, by the Poincaré–Bendixson theorem the vector field cannot have limit cycles. We consider three cases.

1. Case $K > L$ (left panel, Fig. 2). When $\gamma < \frac{L}{4}$, $Q_+ = (\delta_+, 0)$ exists and is a saddle point. It has a one-dimensional unstable manifold $\mathcal{W}_u^s$ tangent to the eigenvector $(1, m_+)$ of eigenvalue $\lambda_+^{(2)} > 0$. To locate $\mathcal{W}_u^s$, we determine a subdomain in which it is contained. Note first that on $\mathcal{M}_v^s$, $\dot{x} = 0$ and $\dot{y} = y y (\frac{K}{T} - 1) > 0$, and on $\mathcal{W}_h^s$, $\dot{x} = y x (\frac{1}{T} - 1) < 0$, and $\dot{y} = 0$. Also $\mathcal{W}_h^s$ is above $\mathcal{M}_v^s$. We introduce $D_1 = \{(x, y) \in \Sigma \mid 0 < y < g_v(x)\}$, $D_2 = \{(x, y) \in \Sigma \mid g_v(x) < y < g_h(x)\}$, $D_3 = \{(x, y) \in \Sigma \mid y > g_h(x)\}$.

From system (7)–(8) we have that, on $D_1$, $\dot{x} > 0$ and $\dot{y} > 0$; on $D_2$, $\dot{x} < 0$ and $\dot{y} > 0$; and, on $D_3$, $\dot{x} < 0$ and $\dot{y} < 0$.

We now compute

$$g_v'(\delta_+) = -1 + \frac{\gamma C}{L} \frac{1}{\delta^2_+} = -2 + \frac{C}{\delta_+},$$

and compare it with the slope of the eigenvector at $Q_+$: $m_+ < g_v'(\delta_+)$ < 0. Then, close enough to $Q_+$, $\mathcal{W}_u^s$ has to stay in $D_2$. In $D_2$, the $y$-component of $\mathcal{W}_u^s$ increases as $x$ decreases until it meets $\partial D_1$ and enters into $D_3$ when its tangent vector is horizontal; at this point, the invariant manifold reaches a maximum since in $D_3$ one has $\dot{y} < 0$. In $D_3$, $\mathcal{W}_u^s$ decreases monotonically towards the origin, the only possible $\omega$-limit (see the magenta curve in Fig. 2).

2. Case $K = L$. In this case all straight lines through the origin are invariant. Indeed, the vector field evaluated on $(x, \alpha x)$ is

$$F(x, \alpha x) = \left( \frac{L x^2 (1 - \frac{x + \alpha x}{L}) - y x}{L \alpha x^2 (1 - \frac{x + \alpha x}{L}) - \gamma \alpha x} \right) =: \left( \frac{\bar{x}}{\alpha \bar{x}} \right),$$

from some $\bar{x}$.

If we restrict the vector field to any of such lines we see that, apart from the origin, and provided that $0 \leq \alpha < \frac{CL}{4\gamma} - 1$,

the restriction has two equilibrium points; if $\alpha = \frac{CL}{4\gamma} - 1$, only one equilibrium point exists; and, if $\alpha > \frac{CL}{4\gamma} - 1$, it has no equilibrium points.

3. Case $K < L$, see right panel of Fig. 2. Now $\mathcal{M}_v^s$ is above $\mathcal{W}_h^s$. We introduce $\tilde{D}_1 = \{(x, y) \in \Sigma \mid 0 < y < g_v(x)\}$, $\tilde{D}_2 = \{(x, y) \in \Sigma \mid g_v(x) < y < g_h(x)\}$, $\tilde{D}_3 = \{(x, y) \in \Sigma \mid y > g_h(x)\}$.

On $\tilde{D}_1$ we have $\dot{x} > 0, \dot{y} > 0$; on $\tilde{D}_2$ we have $\dot{x} > 0, \dot{y} < 0$; and on $\tilde{D}_3$ we have $\dot{x} < 0, \dot{y} < 0$. The equilibrium point $Q_-$ becomes a saddle point whose one-dimensional stable invariant manifold $\mathcal{W}_-^s$ is tangent at $Q_-$ to $(1, m_-)$. Comparing this vector with the derivative

$$g_v'(\delta_-) = -1 + \frac{\gamma C}{L} \frac{1}{\delta^2_-} = -2 + \frac{C}{\delta_-} > 0,$$

we see that

$$m_- > g_v'(\delta_-) > 0.$$  \hfill (17)

Therefore, close enough to $Q_-$, the manifold $\mathcal{W}_-^s$ stays in $\tilde{D}_3$. It cannot enter into $\tilde{D}_2$ and remains in $\tilde{D}_3$ until it meets $(x + y = C)$ (see right panel of Fig. 2).

The results described above are illustrated in Fig. 1 by means of phase portraits numerically built using a fourth–order Runge–Kutta method with a constant time step size $\Delta t = 0.01$. Panel (a) shows several orbits for the case $K < L$. Here, the orbits can reach two different attractors depending on the initial conditions. For low population values of cooperators and large numbers of parasites, the full system becomes extinct reaching equilibrium point $Q_0$, which is locally asymptotically stable. The case in which the parasite replicates faster than the autocatalytic species ($K > L$) involves the full extinction for $y(0) > 0$, since $Q_+$ is a saddle point whose upper branch of the unstable manifold enters into $D_2$. Finally, as mentioned, when both species replicate at the same rate, a quasi-neutral curve $\mathcal{Q}$ appears, involving different equilibrium values for species’ coexistence depending on the initial conditions within the basin of attraction of the curve. Notice that here the equilibrium $Q_0$ maintains a basin of attraction.
2.3. Dynamics close to the zill bifurcation thresholds

In this section we will focus on the dynamics arising close to the global bifurcation occurring at \( K = L \), which corresponds to the bifurcation value \( \mu = 0 \). We will investigate the case \( \mu \gtrsim 0 \), which involves a single asymptotic dynamics i.e., co-extinction. The slowing down for this case depends on the initial conditions. Then, we will focus on the dynamics for \( \mu \lesssim 0 \), which results in either survival of the autocatalytic replicator and extinction of the parasite, or co-extinction, depending on the initial conditions. We note here that the slowing down will occur for those initial conditions approaching the ghost CQNE, thus involving the survival of the autocalytic species alone. We first provide numerical results to illustrate the dynamics as the bifurcation is approached. Then, we derive analytically the scaling laws relating the passage times with the parametric distance to the bifurcation value.

2.3.1. Numerical results

We first provide a numerical study of the dynamics for \( \mu \gtrsim 0 \). Fig. 3(a) displays the times that the system spends to reach a small neighborhood of the co-extinction equilibrium for \( \mu = 0.5 \) (left), \( \mu = 0.05 \) (middle), and \( \mu = 0.005 \) (right). The nullclines (grey: \( \mathcal{N}^2 \); black: \( \mathcal{N}^1 \)), the unstable manifold \( \mathcal{W}^u_+ \) and the vector field (white arrows) are shown overlapped to the time colour map. Note that times largely increase as \( \mu \to 0 \). Time to reach the co-extinction equilibrium, \( Q_0 \), as a function of the distance to the bifurcation value, which follows a scaling law of the form \( \tau \sim |\mu|^{-1} \).

Panel (b) displays the same scaling behaviour as in (b), now for the time spent to reach either \( Q_0 \) or the \( Q_- \) attractor. In panels (b) and (d) we have set \( x(0) = 1 \) and \( y(0) = 0.5 \).

Fig. 3(c) shows results obtained for the case \( \mu \lesssim 0 \). Here the times that different initial conditions spend to reach a neighborhood of either the \( Q_0 \) or \( Q_- \) attractor are also displayed in colour gradients. The delaying capacity of the ghost CQNE also occurs here, (approximately) within the basin of attraction of \( \mathcal{D} \) which existed for \( \mu = 0 \). Note that the
relative position of the nullclines is inverted with respect to the case \( \mu > 0 \), and they get extremely close near bifurcation threshold. Interestingly, we have found the same scaling behaviour of transient times, given by \( \tau \sim |\mu|^{-1} \). Although the scaling exponent stays the same above and below the global bifurcation, the length of the transients towards \( Q_+ \) is larger; which means that, close to the bifurcation, the stabilization of the cooperative species at equilibrium might take longer. Some illustrative examples of the dynamics for \( \mu \leq 0 \) are shown in Fig. 5. As mentioned, the case \( \mu \leq 0 \) involves a bistable scenario and, depending on the initial condition, both co-extinction or out-competition of the parasite can take place. Panel (a) displays a case far away from the bifurcation in which dynamics towards the two attractors are fast. The time series are displayed in panels (c) and (d) for different initial conditions. Fig. 5(b,e) show the slow dynamics arising at \( \mu = 5 \times 10^{-4} \). Here, those orbits within the basin of attraction of \( Q_0 \) travel very fast, but the initial conditions in the basin of attraction of \( Q_+ \) experience a ghost transient as passing the bottleneck region of the CQNE.

2.3.2. Analytical derivation of the scaling laws

Here we study the scaling law for the times to reach an attractor for system (5)–(6) in terms of the parameter \( \mu \) which we assume to be small. First we consider the case \( \mu > 0 \) (case (a) below). The case \( \mu < 0 \) will be discussed below in case (b).

(a) Case \( K > L \).

Let us first provide a description of the relative position of the nullclines in this case (see also Fig. 2(a)). Recall that \( \mathcal{N}_-^2 \) and \( \mathcal{N}_+^2 \) are represented by \( y = g_v(x) \) and \( y = g_h(x) \) (see (9)), respectively. When \( \mu > 0 \), the zeros of \( g_v \) and \( g_h \) (see (10)) exist and are different if

\[
\gamma < \frac{C L}{4}, \tag{18}
\]

and satisfy \( \xi_- < \delta_- < \delta_+ < \xi_+ \). From now on, in the case \( \mu > 0 \), the condition (18) will be assumed to hold. We recall that the functions \( g_v(x) \) and \( g_h(x) \) reach an absolute maximum at \( x = x_v \) and \( x = x_h \), respectively (see (13)). Clearly, \( g_h(x) > g_v(x) \) and \( x_h < x_v \) for \( \mu > 0 \).
Lemma 1. Assume that $\mu > 0$ and $\gamma < C L/4$. Then, the terms $(\xi_+ - \delta_+)$ and $(\delta_+ - \xi_-)$ are of order $\mu$, whereas the terms $(\xi_- - \delta_-)$ and $(\delta_- - \xi_+)$ are of order $\mu^0$. Moreover, $g_\nu(\xi_\pm)$ and $g_\mu(\delta_\pm)$ are of order $\mu$.

The positive invariance of the domain $\Sigma$ and the location of the horizontal and the vertical nullclines (see Fig. 6) makes the dynamics quite simple. Within these dynamics, we focus our attention on those orbits $(x(t), y(t))$ with initial conditions on the line $x + y = C$. From (5) it is clear that its $x$-variable is always decreasing. Furthermore, whenever these orbits are above $y = g_\nu(x)$, their $y$-variable is decreasing as well. This makes their $\omega$-limit to be the origin or the point $Q_+ = (\xi_+, 0)$, the latter only if we start at the point $(C, 0)$.

The dynamics of the solutions of (5)–(6) with initial conditions on $x + y = C$ present two different scenarios. This depends on whether they are located above or below the special solution $c_\tan$ which, having initial condition at $(x_\tan, C - x_\tan)$, intersects tangentially the horizontal nullcline $y = g_\nu(x)$ at the point $(x_0, g_\nu(x_0))$; see Fig. 6. Hence, we can consider two scenarios:

- The orbits located on or above $c_\tan$, which decay until they reach (in infinite time) the attractor at the origin. They do not cross the horizontal nullcline.
- The orbits below $c_\tan$, which decay until they meet $y = g_\nu(x)$, enter into the region $D_2$ and leave it to end (in infinite time) at the origin.

We restrict ourselves to the latter. To be more precise, we fix a small positive constant $\rho$ and define the interval

$$I_\rho := [x_\tan + \rho, C - \rho].$$

Definition 1. We say that a solution of (5)–(6) belongs to the family $\mathcal{F}_\rho$ if its initial condition $(x(0), y(0)) = (x_0, y_0)$ satisfies $x_0 + y_0 = C$ with $x_0 \in I_\rho$. 

Fig. 5. Dynamics for the case $K < L$. Phase portraits with $K = 0.5$ ($\mu = -0.5$) (a), and $K = 0.9995$ ($\mu = -5 \times 10^{-4}$, close to the global bifurcation) (b). Black and blue orbits denote full extinction and only-parasites extinction, respectively. The small circles and squares correspond to initial conditions used in the time series below: (c) initial conditions in the basin of attraction of $Q_0$; (d) initial conditions in the basin of attraction of $Q_+$. Panel (e) displays the dynamics close to the global bifurcation. Notice that the blue and violet circle show initial conditions allowing the survival of the cooperator and a delayed extinction of the parasites, showing a long bottleneck given by the ghost Curve of Quasi-Neutral Equilibria (CQNE). In all cases we have set $L = 1$ and $\gamma = 0.1$. 

Lemma 1 provides information regarding the distance between the points in (10) and the value of the functions (11) and (12) on them in terms of $\mu$. Its proof is deferred to Section 2.3.3.
Fig. 6. Trajectories with initial conditions on \( x + y = C \) that enter into \( D_2 \) (olive green colour curve) are bounded by the orbit \( \Theta_{\tan} \) (black), which is tangent to the horizontal nullcline. The orbit starting at \((x_0, y_0)\) arriving to the line \( x = \delta_- \) (not shown) at time \( t = \tau_1 \), while \( \tau_2 \) is its flight time from \( x = \delta_- \) to \( x = \frac{1}{2} \delta_- \).

Now, we consider an orbit \( O \in \mathcal{F}_\rho \) and define its flight time from its initial condition until it reachesthe vertical line \( x = \frac{1}{2} \delta_- \). We remark that \( x = \frac{1}{2} \delta_- \) could be substituted by any value in \((0, \xi_-)\). Our aim is to provide lower and upper estimates for this time \( \tau \) in terms of \( \mu \).

**Theorem 1.** Given \( O \in \mathcal{F}_\rho \), let \( \tau \) be the flight time until it reaches the line \( x = \frac{1}{2} \delta_- \). Then, there exist constants \( 0 < M_1 < M_2 \) and \( \mu_0 > 0 \), which depend on the parameters \( C, \gamma, L, x_0 \), but independent of \( \mu \), such that the following estimates hold:

\[
\frac{M_1}{\mu} < \tau < \frac{M_2}{\mu}, \quad 0 < \mu < \mu_0.
\]

Before giving the proof, we introduce the following change of variables, which brings \( \mathcal{N}_c^2 \) to the line \( z = 0 \):

\[
\begin{pmatrix}
  x \\
  z
\end{pmatrix} = \Phi(x, y) := \begin{pmatrix}
  x \\
  y - g_v(x)
\end{pmatrix}.
\]

In the new variables, system (5)–(6) becomes

\[
\begin{align*}
  \dot{x} &= -\frac{L}{C} x^2 z, \\
  \dot{z} &= a(x) z^2 + b(x) z + c(x),
\end{align*}
\]

where

\[
\begin{align*}
  a(x) &= -\frac{K}{C} x = -\frac{x}{\mu} - \frac{L}{C} x, \\
  b(x) &= 2\frac{\gamma K}{L} - K x + \left(\frac{K - L}{C}\right) x^2 = \mu \left(2\frac{\gamma}{L} + \frac{x^2}{C} - x\right) + 2\gamma - Lx, \\
  c(x) &= \frac{\gamma}{L} g_v(x) \mu.
\end{align*}
\]

After this change of variables, the relevant curves of the system are transformed as follows:

- \( y = g_v(x) \) becomes \( z = 0 \) (sometimes referred to as \( g_v(x) \equiv 0 \));
- \( y = g_h(x) \) becomes \( z := g_h(x) = g_h(x) - g_v(x) = \frac{\gamma}{KL} \frac{C^2}{x} \);
- \( y = 0 \) becomes \( z = -g_v(x) \);
- \( y = C - x \) becomes \( z = C - x - g_v(x) \).

**Fig. 7** shows the transformed domains. Since \( y > 0 \) for the solutions in \( \mathcal{F}_\rho \), the dynamics stays above the magenta curve in **Fig. 7**. Note that \( z = -g_v(x) \) and \( z = g_h(x) \) intersect at \( x = \xi_- \). Moreover, since \( y < C - x \) in \( D_2 \), the dynamics holds below \( z = C - x - g_v(x) \). In the new coordinates \((x, z)\) we will also use the symbol \( \mathcal{F}_\rho \) to refer to the orbits with initial conditions \((x_0, z_0)\) on \( z = C - x - g_v(x) \) with \( x_0 \in I_\rho \). The proof of **Theorem 1** depends on the results of Section 2.3.3.
Proof of Theorem 1. For the lower bound it is enough to get one for a smaller time. Actually, we will look for a lower bound for the time $\tau_\ell$ needed to go from $x = x_2$ to $x = x_h$, where $(x_2, z_2)$ is the point where the orbit $\vartheta$ (green curve in panel (b) of Fig. 7) enters $\Phi(D_2)$, that is, $z_2 = \tilde{g}_h(x_2)$ (see the intersection of green and blue curves in panel (b) of Fig. 7).

In this interval of time, the orbit is in $\Phi(D_2)$ and then $z < \tilde{g}_h(x)$. Hence, from the first equation of system (20) and the definition of $\tilde{g}_h(x)$, we have

$$\dot{x} = -\frac{L}{C} x^2 z < -\frac{L}{C} x^2 \tilde{g}_h(x) = -x \frac{Y}{K} \mu.$$  

Therefore,

$$\frac{\dot{x}}{x} < -\frac{Y}{K} \mu \implies \left[ \log x \right]_{x_2}^{x_h} > -\frac{Y}{K} \mu \tau_\ell,$$

and

$$\tau_\ell > \frac{L + \mu}{Y \mu} \log \frac{x_3}{x_h}. \quad (22)$$

Since $x_0 \geq x_{\tan} + \rho$, when $\mu = 0$ the orbit with initial condition $(x_0, z_0)$ arrives to the curve $z = \tilde{g}_h(x)$ at some point $(x_1, z_1)$ with $x_1 > x_0$. Then, the orbit corresponding to this value of $\mu$ will arrive at some point $x_2 = x_1 + O(\mu)$ and therefore, if $\mu$ is small enough, $x_2 - x_h > m_1 > 0$, with $m_1$ independent of $\mu$. Then, there exists $M_1 > 0$ independent of $\mu$ such that

$$\tau > \tau_\ell > M_1/\mu.$$  

For the upper bound we divide $\tau$ into two parts, $\tau_1$ and $\tau_2$ (see Fig. 6):

- $\tau_1 \geq 0$ is the time spent from the initial condition $(x_0, y_0)$ to reach the line $x = \delta_-$, i.e., $x(\tau_1) = \delta_-.$
- $\tau_2$ is the time spent to go from $x = \delta_-$ to $x = \frac{1}{2} \delta_-.$

(i) Upper bound for $\tau_1$. From Proposition 1, for $x = x(t) \in [\delta_-, x_0]$, it follows that

$$\dot{x} = -\frac{K}{C} x^2 z < -\frac{K}{C} M_3 \mu x^2 \Rightarrow \frac{\dot{x}}{x^2} < -\frac{K}{C} M_3 \mu.$$  

Therefore,

$$\tau_1 < -\frac{C}{K M_3} \frac{1}{\mu} \int_{x_0}^{\delta_-} \frac{dx}{x^2} = -\frac{C}{K M_3} \frac{1}{\mu} \left[ -\frac{1}{x} \right]_{x_0}^{\delta_-} \leq \frac{C}{L M_3} \left( \frac{1}{\delta_-} - \frac{1}{x_0} \right) \frac{1}{\mu}.$$  

(ii) Upper bound for $\tau_2$. Let us consider for a while the original variables $(x, y)$. Since $\dot{y}(t) > 0$ in $D_2$ it follows that $\vartheta$ must leave it through the arc of $y = g_v(x)$ determined by the points $(x_h, g_h(x_h))$ and $(x_3, y_3) = (x_0 (1 - \sqrt{\mu}/K), g_v(x_0))$, the latter being the point where $y = g_v(x)$ intersects the line $y = g_v(x_0)$. Since $\delta_- < x_h$, from the previous expression
for $x_3$, it follows that $\delta_- < x_3 < x_i$ for small enough $\mu$. Since the orbit $\mathcal{O}$ cannot reenter $D_2$ once it has left it, we have that $y(t) > g_v(x(t))$ if $0 < x(t) < \delta_-$. Therefore,

$$z > g_h(x) - g_v(x) = \frac{\gamma C}{K} \frac{1}{x^\mu}.$$

As a consequence, $\dot{x} = -\frac{L}{C} x^2 z < -\frac{\gamma}{K} x^\mu$. Since $x > 0$, this implies that

$$\dot{x} < -\frac{\gamma}{K} x^\mu$$

and so

$$\left[ \log x \right]_{\delta_-}^{\tau_2} < -\frac{\gamma}{K} x^\mu \tau_2 \implies \tau_2 < \left( \frac{L + \mu_0}{\gamma} \log 2 \right) \frac{1}{\mu}.$$

The assertion of the theorem follows if we take

$$M_2 := \frac{C}{LM_2} \left( \frac{1}{\delta_- - x_0} \right) + \left( \frac{L + \mu_0}{\gamma} \log 2 \right).$$

(b) Case $K < L$. We now consider the case $K < L$ and we show that the transient times also scale as $|\mu|^{-1}$, where $\mu = K - L$. In this case, $\mathcal{M}^2_h$ and $\mathcal{M}^2_v$ invert their relative position compared with the case $\mu > 0$ as it can be checked in Figs. 2(b) and 8(a).

We will keep the notation used in the case $\mu > 0$; here, in order to have the maximum of $\mathcal{M}^2_h$ above the $x$ axis, we need to assume that $\gamma < CK/4$ (however, recall that $K = L + \mu$). We recall that for $\mu < 0$, we have that $Q_- = (\delta_-, 0)$ is a saddle point and $Q_+ = (\delta_+, 0)$ is an attracting node. As for $\mu > 0$, $(0, 0)$ is an attractor. The stable manifold of $Q_-$, $\mathcal{W}^s_-$ (see Fig. 2 and Section 2.2), plays an important role since it separates the basins of attraction of both attractors. From $0 < g_v(\delta_-) < m_- \text{ (see (17) in Section 2.2), we deduce that the upper local part of } \mathcal{W}^s_+ \text{ near } Q_- \text{ stays in } D_3. \text{ Since it is (a piece of) an orbit of its globalization (for negative time) cannot intersect neither } \{x = 0\} \text{ nor } \{y = 0\} \text{ nor the graph of } g_v. \text{ Then, either it stays in } D_3 \text{ forever or it arrives to the upper boundary } \{x + y = C\} \text{ of } D_3. \text{ Since in } D_3, \dot{x} < 0 \text{ and } \dot{y} < 0, \text{ we have that both } x(t) \text{ and } y(t) \text{ are strictly monotonically decreasing. Therefore, if } \mathcal{O} \text{ stays in } D_3 \text{ for negative time, it has to converge (for negative time) to some equilibrium point. Clearly, it cannot converge to } (0, 0) \text{ nor to } Q_- \text{ and, hence, it must arrive, in finite time, at some point on } \{x + y = C\}, \text{ that we call } (x_i, y_i), \text{ where } y_i = C - x_i \text{ (see Fig. 8(a)).}$

Given $\rho > 0$, we consider the interval

$$J_\rho := [x_\rho + \rho, C - \rho].$$

**Definition 2.** We say that a semiorbit $\mathcal{O}$ belongs to the family $\tilde{\mathcal{F}}_\rho$ if $x(0) + y(0) = C$ and $x(0) \in J_\rho$. 

Fig. 8. Case $K < L$. Representative orbits (a) on the $(x, y)$-plane and (b) on the $(x, z)$-plane.
Fig. 9. Nullclines of the transformed system \((x,z)\) for \(K < L\). The region coloured in pink is \(\bar{D}_2\); in turquoise, the region \(\bar{D}_3\); the region in grey is \(\bar{D}_q \cap \bar{D}_2\). For the sake of clarity of the plot, we have chosen parameters far from the bifurcation, more specifically, \(L = 0.6\), \(K = 1.0\), and \(\gamma = 0.05\).

Clearly, if \(\sigma \in \tilde{\mathcal{F}}_p\), it starts in \(\bar{D}_3\), where \(\dot{x} < 0\) and \(\dot{y} < 0\). It cannot cross \(\mathcal{W}^s\). Then, it must converge to the \(\omega\)-limit set \(Q_+\).

On the other hand, since \(\lambda_+^{(1)}\) does not depend on \(\mu\), when \(K\) is close enough to \(L\), \(|\lambda_+^{(2)}| < |\lambda_+^{(1)}|\), which means that there is a slow manifold of \(Q_+\) tangent to \((1, m_+\) ). Consequently, when the orbits approach \(Q_+\), they arrive tangent to the direction \((1, m_+)\), except for the strong stable manifold, which is contained in \(y = 0\). Due to the relation between the slopes, this fact implies that for all orbits tending to \(Q_+,\) except for the strong stable manifold, there exists a time \(t_c\) such that the orbit is contained in \(\bar{D}_2 \subset \bar{D}_2\) for all \(t > t_c\), where

\[
\bar{D}_2 \coloneqq \{(x,y) \in \Sigma \mid x_h < x < \delta_+ - \eta, g_\beta(x) < y < g_\circ(x)\},
\]

see Fig. 9.

Since \(Q_+\) is an attractor, any solution that converges to it spends infinite time to reach it. Therefore, we choose \(\eta > 0\) small but fixed, independent of all parameters, and we estimate the time needed to arrive to \(\{x = \delta_+ - \eta\} \cap \bar{D}_2\).

**Theorem 2.** Consider \(\rho > 0\), \(\eta > 0\) and the solution \((x(t), y(t))\) of (5)–(6) with initial condition \((x_0, y_0)\) with \(x_0 \in \mathcal{F}_p\) and \(y_0 = C - x_0\). Let \(\tau\) be such that \(x(\tau) = \delta_+ - \eta\). Then, there exist positive constants \(M_4, M_5\) and \(\mu_0\) such that

\[
\frac{M_4}{|\mu|} \leq \tau \leq \frac{M_5}{|\mu|} \quad \text{for } |\mu| < \mu_0.
\]

We first check that the modulus of the vector field, \(\|F(x,y)\|\), is linearly bounded in \(|\mu|\).

**Lemma 2.** Let \(\eta > 0\) be small and consider \(\bar{D}_\eta = \{(x,y) \in \Sigma \mid \delta_- + \eta < x < \delta_+ - \eta, g_\beta(x) < y < g_\circ(x)\}\). Then, there exist two positive constants \(m_\ell = m_\ell(C, L, \gamma)\) and \(m_u = m_u(C, L, \gamma)\) such that

\[
m_\ell |\mu| \leq \|F(x,y)\| \leq m_u |\mu|\n\]

for \((x,y) \in \bar{D}_\eta\).

**Proof of Theorem 2.** Consider a piece of solution \(\varphi(t) = (x(t), y(t))\) of (5)–(6) contained in \(\bar{D}_\eta, 0 < t_c \leq t \leq \tau\). Then, for any \(t \in [t_c, \tau]\),

\[
\|\varphi(t) - \varphi(t_c)\| = \left\| \int_{t_c}^{t} \dot{\varphi}(s) \, ds \right\| \leq \int_{t_c}^{t} \|\dot{\varphi}(s)\| \, ds = \int_{t_c}^{t} \|F(\varphi(s))\| \, ds \leq m_u |\mu| (t - t_c),
\]

which gives the following lower bound for the time to go from \(\varphi(t_c)\) to \(\varphi(\tau)\):

\[
\tau - t_c \geq \frac{\|\varphi(\tau) - \varphi(t_c)\|}{m_u} |\mu|^{-1} =: M_4 |\mu|^{-1}.
\]

(23)
Moreover, since \( \dot{x} > 0 \) and \( \dot{y} < 0 \) in \( \hat{D}_2 \), we have an equality in the above triangle inequality:
\[
\left\| \int_{t_c}^{t} \dot{\psi}(s) ds \right\| = \int_{t_c}^{t} \| \dot{\psi}(s) \| ds = \int_{t_c}^{t} \| F(\psi(s)) \| ds \geq m_{\varepsilon} |\mu| (t - t_c),
\]
and then
\[
\tau - t_c \leq \frac{\| \psi(\tau) - \psi(t_c) \|}{m_{\varepsilon}} |\mu|^{-1} =: M_3 |\mu|^{-1}.
\]
(24)

The latter bound is for the part of the orbit inside \( \hat{D}_2 \), but the time spent outside is bounded independently of \( \mu \) and so, the transient time is asymptotically of order \( |\mu|^{-1} \). The result follows because \( x(\tau) = \delta_+ - \eta \) and \( x(t_c) \) depends on the initial conditions and it is of the form \( a + O(\mu) \) with \( a < \delta_+ \).

\( \square \)

**Proof of Lemma 2.** We follow the notation in (7)–(8): \( F(x, y) = (F_1(x, y), F_2(x, y)) = (Lx^2 (g_v(x) - y)/C, Kxy(g_h(x) - y)/C) \).

Using that in \( \hat{D}_2 \), \( F_1(x, y) > 0, F_2(x, y) < 0 \),
\[
F_1(x, y) < F_1(x, g_h(x)) < \frac{L}{C} x^2 (g_v(x) - g_h(x)) = \gamma x \left( \frac{L}{K} - 1 \right),
\]
and
\[
F_2(x, y) > F_2(x, g_v(x)) > \frac{K}{C} xy(g_h(x) - g_v(x)) = \gamma y \left( \frac{K}{L} - 1 \right),
\]
we have
\[
\| F(x, y) \|^2 \leq \gamma^2 x^2 \frac{(L - K)^2}{K^2} + \gamma^2 y^2 \frac{(L - K)^2}{L^2} \leq \frac{\gamma^2}{K^2} (x^2 + y^2) \mu^2,
\]
and therefore there exists \( m_{\mu_0} \), independent of \( \mu \), such that
\[
\| F(x, y) \| \leq m_{\mu_0} |\mu|.
\]

For the lower bound, we first change the variables \((x, y)\) to \((\xi, \eta)\) as in (19); in the transformation of \( \hat{D}_2 \) by (19), we have \( \xi = F(\xi) \), where
\[
F = \begin{pmatrix} -\frac{L}{C} x^2 z, a(x)z^2 + b(x)z + c(x) \end{pmatrix},
\]
as defined in (20). Therefore, since \( a(x)c(x) > 0 \) for \( \mu < 0 \),
\[
\| F(\xi) \|^2 = \left( -\frac{L}{C} x^2 z \right)^2 + (a(x)z^2 + b(x)z + c(x))^2 \geq \frac{L^2}{C^2} x^4 z^2 + (b(x)z + c(x))^2 - |2a(x)b(x)z^3| \geq \frac{L^2}{C^2} x^4 z^2 + (b(x)z + c(x))^2 - M_7 |\mu|^3,
\]
where we have used the upper bound \( |z| < |\hat{g}_h(\delta_- + \eta)| < \frac{\gamma}{L} |\mu| \) and conveniently defined
\[
M_7 := \left( \frac{C}{K} \right)^3 \max_{x \in \hat{J}_n} |2a(x)b(x)|,
\]
where \( \hat{J}_n = [\delta_- + \eta, \delta_+ - \eta] \).

Next, we estimate the term \( \frac{L^2}{C^2} x^4 z^2 + (b(x)z + c(x))^2 \) for \((x, z) \in \Phi(\hat{D}_2)\), which we write as
\[
\beta(z; x) := a(x)z^2 + b(x)z + c(x)^2, \quad \text{with} \ a(x) := \frac{L}{C} x^2.
\]

We look for the minimum of \( \beta(z; x) \) in \( z \in [\hat{g}_h(\delta), 0] \) for \( x \) fixed in \( \hat{J}_n \). Differentiating with respect to \( z \) and equating to 0, we get
\[
\frac{d\beta}{dz} = 2a(x)z^2 + 2(b(x)z + c(x))b(x) = 0 \quad \Leftrightarrow \quad z = z^* := -\frac{b(x)c(x)}{a(x)^2 + b(x)^2}.
\]

Clearly \( \frac{d^2\beta}{dz^2} = 2(\alpha(x)^2 + b(x)^2) > 0 \) and so \( \beta \) reaches a local minimum at \( z^* \) whose value is
\[
\beta(z^*) = \frac{\alpha(x)^2 c(x)^2}{\alpha(x)^2 + b(x)^2} > M_8 \mu^2,
\]
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for some $M_8 > 0$, independent of $\mu$. Therefore,
$$\|\tilde{F}(\xi)\|^2 \geq M_8 \mu^2 - M_7 |\mu|^3,$$
and so, if $\mu$ is small enough, $\|\tilde{F}(\xi)\| \geq M_9 |\mu|$, for some $M_9 > 0$.

Finally, in terms of the change of variables introduced in (19), $\Phi$ (so that $(x, z) = \Phi(x, y) = (x, y - g_v(x))$, we can write
$$F(x, y) = D\Phi^{-1}(\Phi(x, y))\tilde{F}(\Phi(x, y))$$
and
$$\|F(x, y)\| \geq \left\|D\Phi^{-1}(\Phi(x, y))\right\|^{-1} \|\tilde{F}(\Phi(x, y))\|.$$
Since
$$\left[D\Phi^{-1}(\Phi(x, y))\right]^{-1} = D\Phi(x, y) = \begin{pmatrix} 1 & 0 \\ -g_v(x) & 1 \end{pmatrix}$$
and, for $x \in J_\nu$, its norm is bounded independently of $\mu$ for some constant $M_{10}$, then
$$\|F(x, y)\| \geq \frac{M_8}{M_{10}} |\mu| =: m_\epsilon |\mu|. \quad \Box$$

2.3.3. Technical results

**Proof of Lemma 1.** We define $\Delta(x) := \sqrt{C^2 - 4 \gamma C / x}$. Then,
$$\xi_+ - \delta_+ = \frac{1}{2} (\Delta(K) - \Delta(L)) = \frac{2 \gamma C}{K_0^2 \Delta(K_0)} \mu, \quad \text{with} \ K_0 \in (L, K),$$
where we have applied the Mean Value Theorem to $\Delta(x)$. Note that $\xi_+ - \delta_+ = \frac{2 \gamma C}{L^2 \Delta(L)} \mu + O(\mu^2)$. Besides, since
$$\xi_+ - \delta_+ = (\xi_+ - \xi_+) + (\xi_+ - \delta_+), \quad \text{and} \quad \delta_+ - \delta_+ = \Delta(L) = O(\mu^0),$$
we have that $\xi_+ - \delta_+ = \Delta(L) + O(\mu) = O(\mu^0)$.

The claims for $\delta_+ - \xi_+$ and $\delta_+ - \xi_-$ follow from $\delta_+ - \xi_+ = \xi_+ - \delta_+$ and $\delta_+ - \xi_- = \xi_+ - \delta_-$. Finally, we consider $g_v(\xi_+)$ (a similar proof works for $g_6(\delta_+), g_\nu(\delta_-)$ and $g_6(\xi_-)$). Expanding $g_v$ around $\delta_+$ one gets
$$g_v(\xi_+) = g_v(\delta_+) + g'_v(\delta_+)(\xi_+ - \delta_+) + O((\xi_+ - \delta_+)^2) = \left(-2 + \frac{C}{\delta_+}\right)(\xi_+ - \delta_+) + O((\xi_+ - \delta_+)^2) = O(\mu). \quad \Box$$

Let $x_0$ be
$$x_0 = \frac{2 \gamma}{L}, \quad \text{(25)}$$
which satisfies that $b_{\mu=0}(x_0) = 0$, where $b(x)$ is introduced in (21).

**Lemma 3.** If $\gamma < C \cdot L / 4$, then we have that
$$\delta_- < x_0 < \delta_+. \quad \text{(26)}$$

**Proof.**
$$x_0 > \delta_- \iff \frac{2 \gamma}{L} > \frac{C - \sqrt{C^2 - 4 \gamma C / L}}{2} \iff \sqrt{C^2 - 4 \gamma C / L} > C - \frac{4 \gamma C}{L} \iff C^2 - \frac{4 \gamma C}{L} > C^2 - \frac{16 \gamma^2 C}{L} \iff C > \frac{4 \gamma}{L},$$
which is true by hypothesis. Also, from the definition of $\delta_+$ it is clear that
$$\delta_+ > \frac{C}{2} > \frac{1}{2} \frac{4 \gamma}{L} = x_0. \quad \Box$$

**Remark 1.** Note that all terms in (26) are independent of $\mu$.

**Lemma 4.** Let $\mu > 0$. Then, the following assertions hold:

(a) The horizontal nullcline $\dot{z} = 0$ of system (20) (see Fig. 10) is the union of two disjoint curves, $z = z_\pm(x)$. They satisfy that $z_+(x) > 0$ and $z_-(x) < 0$ for $x \in (\delta_-, \delta_+)$.
(b) There exists a constant $M_{11} > 0$, independent of $\mu$, such that
\[
 z_+(x) > M_{11} g_\nu(x) \mu \quad \forall x \in (\delta_-, \delta_+).
\] (27)
Moreover, there exist $M_6 > 0$ and $x_c \in (\delta_-, \delta_+)$, both independent of $\mu$, such that
\[
 z_+(x) > M_6 \quad \forall x \in [\delta_- , x_c].
\]

Proof.

(a) The horizontal nullcline is determined by
\[
 a(x) z^2 + b(x) z + c(x) = 0,
\] with $a(x)$, $b(x)$ and $c(x)$ defined in (21). The solutions of this equation are
\[
 z \pm (x) = \frac{-b(x) \mp \sqrt{b(x)^2 - 4a(x)c(x)}}{2a(x)} = \frac{2c(x)}{-b(x) \pm \sqrt{b(x)^2 - 4a(x)c(x)}}.
\] (29)
For $x \in (\delta_-, \delta_+)$, we have that $a(x) = -\frac{C}{Lx} < 0$ and $c(x) = \frac{C}{L} g_\nu(x) \mu > 0$. Therefore, we have that $z_+(x) > 0$ for $x \in (\delta_-, \delta_+)$. Since $z_+(x) z_-(x) = c(x) / a(x) < 0$ for $x \in (\delta_-, \delta_+)$ it follows that $z_-(x) < 0$ in $(\delta_-, \delta_+)$. (b) Note that $-b(x) + \sqrt{b(x)^2 - 4a(x)c(x)}$ is bounded from above in $[\delta_- , \delta_+]$ by a positive constant $M_{12}$ depending on $C$ and $\gamma$, provided $\mu$ is bounded. Therefore, from (29), we get equation (27):
\[
 z_+(x) > \frac{2 \gamma}{LM_{12}} g_\nu(x) \mu =: M_{11} g_\nu(x) \mu,
\] as claimed. Regarding the second assertion, take $x_c = \frac{L}{2} (\delta_- + x_0)$, where $x_0$ is defined in (25). From the definition of $z_+(x)$, knowing that $a(x) < 0$, and the fact that $\mu$ is small, it follows for $x \in [\delta_- , x_c]$ that
\[
 z_+(x) = \frac{-b(x) - \sqrt{b(x)^2 - 4a(x)c(x)}}{2a(x)} > -\frac{b(x)}{2a(x)} > \frac{2 \gamma - Lx}{2L} + O(\mu)
\] \[
 = \left( \frac{2 \gamma}{Lx} - 1 \right) \frac{C}{2} + O(\mu) > \left( \frac{x_0}{x_c} - 1 \right) \frac{C}{2} + O(\mu).
\]
Then, there exists $M_6$ such that $z_+(x) > M_6$. □

The following lemma ensures that the absolute minimum of $z(t)$, while $x(t) \in [\delta_- , x_0]$, must be reached in the interval $(\delta_-, \delta_+)$. 

**Lemma 5.** Let $\mu > 0$ and $\sigma = \{(x(t), z(t)) \mid t \in \mathbb{R}^+\} \in \mathcal{F}_\mu$. Then, the following assertions hold:
(a) If $x(t) = \delta_-$, then $\dot{z}(t) > 0$.
(b) If $x(t) \geq \delta_+$, then $\dot{z}(t) < 0$.

**Proof.**

(a) Assume that $x(t_1) = \delta_-$ for a given $t_1$. Using that $g_\varepsilon(\delta_-) = 0$, that $y(t_1) \leq g_\varepsilon(x_0) = C - 2\sqrt{\gamma/C}K =: M_{13}$, and having in mind that $z := y - g_\varepsilon(x)$, we have

$$z(t_1) \leq M_{13} - g_\varepsilon(x(t_1)) = M_{13} - g_\varepsilon(\delta_-) = M_{13}.$$

Then,

$$\dot{z}(t_1) > \frac{K}{C} \delta_- z(t_1)^2 + \left(\frac{2\gamma K}{L} - K \delta_-\right) z(t_1) = z(t_1) \left(\frac{K}{C} \delta_- z(t_1) + \frac{2\gamma K}{L} - K \delta_-\right) \geq z(t_1) \left(\frac{2\gamma K}{L} - 2\delta_-(K - \sqrt{\gamma K/C})\right) = \gamma z(t_1) \phi(\gamma),$$

where

$$\phi(\gamma) = \frac{2K}{L} + \frac{4C/L + 4\gamma K/\sqrt{C^2 - 4\gamma C/L}}{C + \sqrt{C^2 - 4\gamma C/L}} \left(\frac{\sqrt{\gamma K/C} - K}{C}\right).$$

Since $\phi(0) = \frac{2K}{L} + \frac{4C/L}{C + \sqrt{C^2 - 4\gamma C/L}} - (K) = 0$ and $\phi(\gamma)$ is strictly increasing with respect to $\gamma$, $\phi(\gamma) > 0$ for $\gamma > 0$. Summing up, $\dot{z}(t_1) = \gamma z(t_1) \phi(\gamma) > 0$ for $\gamma > 0$.

(b) Notice that $a(x) < 0$ and $c(x) \leq 0$ for $x \in [\delta_+, C - \rho]$. So, if $x(t) \geq \delta_+$ then

$$\dot{z}(t) = a(x(t)) z^2(t) + b(x(t)) z(t) + c(x(t)) < b(x(t)) z(t) = \left(\frac{2\gamma}{L} - L x(t) + O(\mu)\right) z(t) = \left(L(x_0 - x(t)) + O(\mu)\right) z(t) < 0,$$

since $x_0 < \delta_+ \leq x(t)$ and $\mu$ small. $\square$

The next proposition proves the existence of a lower bound of order $\mu$ for the $z$-component of any orbit in $F_\rho$.

**Proposition 1.** Let $\mu > 0$ and $\sigma = \{(x(t), z(t)) | t \in \mathbb{R}^+\} \in F_\rho$. Then, there exists a constant $M_3 > 0$, depending on $x_0$, $\gamma$, $C$, and $L$, but independent of $\mu$, such that

$$z(t) > M_3 \mu \quad \text{if} \quad x(t) \in [\delta_-, x_0]. \quad (30)$$

**Proof.** First, observe that, if $x_0 > \delta_+$, then $z(t_3) > 0$, where $t_3$ is such that $x(t_3) = \delta_+$.

We next prove that $z(t) > z(t_3)$ for $0 \leq t < t_3$, i.e. when $x(t) \in (\delta_+, x_0]$, for $\mu$ small enough. Indeed, if $x(t) \in (\delta_+, x_0]$ we have

$$c(x(t)) = \frac{\gamma}{L} g_\varepsilon(x(t)) \mu < 0, \quad a(x(t)) = -\frac{K}{C} x(t) < 0.$$

Moreover, since $x_0 < \delta_+ < x(t)$, it follows that

$$b_{|x_0} = a(x(t)) = L(x_0 - x(t)) < 0$$

and, consequently,

$$b(x) = \mu \left(\frac{2\gamma}{L} + \frac{x^2(t)}{C} - x(t)\right) + L(x_0 - x(t)) < 0,$$

for $\mu$ small enough, which implies that, provided $x(t) \in (\delta_+, x_0]$,

$$\dot{z}(t) = a(x(t)) z^2(t) + b(x) z(t) + c(x) < 0 \quad \Rightarrow \quad z(t) > z(t_3) > 0.$$

We now prove that $(30)$ holds for $x(t) \in [\delta_-, \delta_+]$. For this purpose, we distinguish two cases: (C1) $x_0 > \delta_+$ and (C2) $x_0 \leq \delta_+$.

**Case (C1):** Assume that $x_0 > \delta_+$.

Let $(\delta_+, z_1)$ denote the intersection point of the orbit $\sigma$ with $x = \delta_+$ (see Fig. 11). Recall that $\delta_+$ does not depend on $\mu$. By the dependence of the solutions of ordinary differential equations with respect to parameters, one has

$$z_1 = z_1(\mu) = z_1(0) + O(\mu),$$

where

$$0 < z_1(0) < C - \delta_+ - g_\varepsilon(\delta_+) = C - \delta_+ < \frac{C}{2}, \quad (31)$$

for $0 < \mu < \frac{C}{2}$. Therefore, for $\mu$ small enough, there exists $t_3$ such that $x(t_3) = \delta_+$, $z(t_3) < 0$, and $z(t) > z(t_3)$ for $0 \leq t < t_3$. So, for $x(t) \in (\delta_+, x_0]$, we have

$$z(t) > z(t_3) > 0.$$
since $g_v(\delta_+) = 0$. Consider the line (magenta dashed line in Fig. 11)

$$z = \mathcal{L}(x) := \frac{4C}{\delta_+}(x - \delta_+) + z_1,$$

which crosses $z = 0$ at

$$x = x_L := \delta_+ \left(1 - \frac{z_1}{4C}\right).$$

The slope of the vector field of system (20) at the points of $z = \mathcal{L}(x)$ for $x \in (x_L, \delta_+]$ is less or equal than the slope of the line itself. Indeed, for $\mu = 0$, we have

$$\frac{dz}{dx}_{z=\mathcal{L}(x),\mu=0} = \frac{4C}{\delta_+} \left(1 - \frac{\delta_+}{x}\right) + \frac{z_1}{x} - \frac{C}{L} \left(2\gamma - \frac{Lx}{x}\right) \frac{1}{x^2} < \frac{z_1 + C}{x} < \frac{z_1 + C}{\delta_+ (1 - \frac{1}{4C})} < \frac{\frac{\gamma}{2} + C}{\delta_+ (1 - \frac{1}{4})} = \frac{12 C}{7 \delta_+} < \frac{4C}{\delta_+}.$$

This implies that, for $x \in (x_L, \delta_+]$, the orbit $\mathcal{O}$ cannot cross the line $z = \mathcal{L}(x)$ and will intersect the curve $z = z_+(x)$ above this line. Moreover, for $\mu$ small, $x_L$ satisfies $x_L > \frac{\gamma}{2}$. Indeed, by (31), it follows that

$$x_L = \delta_+ \left(1 - \frac{z_1}{4C}\right) > \frac{\delta_+}{4} \left(3 + \frac{\delta_+}{C}\right) > \frac{7}{16} C > \frac{7}{4} \frac{\gamma}{L}.$$

where it has also been used that $\frac{\delta_+}{4} \left(3 + \frac{\delta_+}{C}\right)$ is an increasing function of $\delta_+$ for $\delta_+ > 0$, that $\delta_+ > \frac{\gamma}{2}$ and $\gamma < \frac{C}{4}$. Notice that $\frac{7}{4} \frac{\gamma}{L} < x_0 = \frac{2\gamma}{L}$, so $x_L$ can potentially lie in both sides of $x_0$ (see Fig. 10 for a representation of $x_0$).

Let us consider $\eta > 0$ such that $x_0 + 2\eta < \delta_+$. Then, we have the following two possibilities:

(a) Case $x_L > x_0 + \eta$.

Recall that $z_+(x)$ also depends on $\mu$. In order to put more emphasis on this dependence, we will write, when necessary, $z_+(x, \mu)$ instead of $z_+(x)$, and the same will be done for $\mathcal{L}$ and $x_L$.

Clearly, from its definition one has that

$$z_+(x, \mu) = \frac{2c(x)}{-b(x) + \sqrt{b^2(x) - 4a(x)c(x)}} = \frac{\gamma}{L^2} \frac{g_v(x)}{x - x_0} \mu + O(\mu^2),$$

for $x \in (x_0, \delta_+)$. Notice that since $x_L - x_0 > \eta > 0$, we have

$$\frac{\gamma}{L^2} \frac{g_v(x)}{x - x_0} > 0, \quad x_0 + \eta < x < \delta_+.$$

Now, consider the equation

$$G(x, \mu) = \mathcal{L}(x, \mu) - z_+(x, \mu) = 0,$$
whose solution provides the intersection between the line \( z = \mathcal{L}(x, \mu) \) and the curve \( z = z_+(x, \mu) \). Solving this equation for \( \mu = 0 \) we have

\[
G(x, 0) = \mathcal{L}(x, 0) - z_+(x, 0) = \mathcal{L}(x, 0) = 0 \quad \Leftrightarrow \quad x = x_0(0).
\]

Moreover, \( \frac{\partial G}{\partial \mu}(x_0, 0) = 4C \frac{\delta_+}{\delta_-} \).

Therefore, by the Implicit Function Theorem, there exists a solution \( \tilde{x}(\mu) \) of \( G(x, \mu) = 0 \) of the form

\[
\tilde{x}(\mu) = \tilde{x}(0) + O(\mu) = x_0 + O(\mu).
\]

Therefore, if \( x(t) > \tilde{x}(\mu) \) one has that \( \dot{z}(t) < 0 \) (since the orbit \( \varnothing \) has not yet reached \( z_+(x) \) and we know from Lemma 5(b) that, up to this point, \( \dot{z} < 0 \)). Moreover, if \( x(t) = \delta_- \) then \( \dot{z}(t) > 0 \) (see Lemma 5(a)). Since the interval \([\delta_-, \tilde{x}(\mu)]\) is compact, the function \( z(t) \) has an absolute minimum on it and, by the previous properties, it has to be in the interior of the considered interval. This minimum must satisfy that \( \dot{z}(t) = 0 \) at it and, consequently, it must fall on the curve \( z_+(x) \) (the curve \( z_-(x) \) is negative in \([\delta_-, \delta_+]\)).

Let us denote by \( x_{\text{min}} \) the \( x \)-component of the orbit \( \varnothing \) where this absolute minimum is reached.

Taking into account Lemma 4(b) we distinguish two possibilities:

(i) \( x_{\text{min}} \in [x_0, \tilde{x}(\mu)] \), with \( x_0 \) introduced in Lemma 4(b). Then

\[
z_+(x_{\text{min}}) > M_1 g_3(x_{\text{min}}) \mu.
\]

Since \( g_3(x) \) is a continuous function, there exists a constant \( m_2 > 0 \), independent of \( \mu \), such that \( g_3(x) \geq m_1 \) for any \( x \in [x_0, \tilde{x}(\mu)] \). So, defining \( M_3 := M_1 m_2 \) it turns out that

\[
z(t) \geq z_+(x_{\text{min}}) > M_3 \mu,
\]

when \( x(t) \in [\delta_-, \delta_+] \), with \( M_3 \) independent of \( \mu \).

(ii) \( x_{\text{min}} \in [\delta_-, x_0] \). By the second part of Lemma 4(b), we have that

\[
z(t) \geq z_+(x_{\text{min}}) > M_6,
\]

when \( x(t) \in [\delta_-, x_0] \), with \( M_6 \) independent of \( \mu \). Obviously, if \( \mu \) is small \( M_3 \mu < M_6 \).

(b) Case \( x_0 \leq x_0 + \eta \). First we check that, provided \( \mu \) is small, the intersection of \( z = \mathcal{L}(x) \) with \( z_+(x_0) \) has \( x \)-component less or equal than \( x_0 + 2\eta \). Indeed, we prove it by \textit{reductio ad absurdum}: if \( x > x_0 + 2\eta \) it follows that

\[
\mathcal{L}(x) > 4C \frac{\delta_+}{\delta_-} (x_0 + 2\eta - \delta_+) + z_1 = 4C \frac{\delta_+}{\delta_-} (x_0 + 2\eta) + 4C \frac{\delta_+}{\delta_-} (x_0 + 2\eta - \eta) \geq 4C \frac{\delta_+}{\delta_-} \eta.
\]

Moreover, by (33) and (34), \( z_+(x_0) = O(\mu) \) in \([x_0 + \eta, \delta_+]\) and then \( z = \mathcal{L}(x) \) is above the curve \( z = z_+(x) \), a contradiction.

Again, by Lemma 4(b), it turns out that \( z_+(x_0) > M_3 \mu \) in \([\delta_-, x_0 + 2\eta]\), with \( M_3 \) independent of \( \mu \) (using again that \( M_3 \mu < M_6 \)). The lower bound for \( z(t) \) also follows when \( x(t) \in [x_0 + 2\eta, \delta_+] \) since \( z(t) \) is a decreasing function on it.

Case (C2): Assume \( x_0 \leq \delta_- \).

In this situation, there exists an orbit \( \varnothing' \in \mathcal{P} \) with initial condition \( x(0) > \delta_+ \) such that the \( z(t) \)-values of the orbit \( \varnothing' \) are always above the \( z(t) \)-values of \( \varnothing \). Applying case (C1) to \( \varnothing' \) leads to the bound for \( \varnothing' \).

3. Conclusions

Bifurcations provide the mechanisms by which nonlinear systems undergo qualitative changes in response to parameter variations. In recent decades, bifurcations have become a subject of growing interest in fields such as ecology [3,5,6,10,13], physics [21–24], and chemistry [25,26]. A well-known phenomenon close to bifurcation consists of a slowing down of the dynamics, and so transients become extremely long [4–9,11]. Moreover, the duration of transients typically follow universal scaling law i.e., transient times typically scale with the parametric distance to the bifurcation value [2,29]. Such scaling laws have been thoroughly analysed for local bifurcations [2,29–32]. Interestingly, the well-known inverse square-root scaling law for the saddle–node bifurcation was identified experimentally in a Duffing oscillator implemented in an electronic circuit [22]. More recent research has investigated this scaling law in simple models with time delays i.e., delay differential equations [33], and under intrinsic noise [52]. The investigation of transient phenomena for global bifurcations in dissipative dynamical systems has focused with the exception of the so-called chaotic crisis responsible for transient chaos [34–37].

Recent investigations of models in population dynamics have focused on the so-called quasi-neutral curves, which consist of a continuum of equilibria. In some cases, they, or some subsets of them, are normally hyperbolic invariant manifolds (NHIMs) [42–44]. Usually, such manifolds exist only at the bifurcation value. When they are CQNE, depending on the initial condition, different asymptotic states are achieved. The dynamics tied to these CQNE has been investigated in mathematical models of allele fixation [45,46], in models of sexual selection [48,49], in two-species Lotka–Volterra competition systems [47], in epidemiology [50], and, more recently, in simple models of RNA transcription [51].
In this paper we have investigated transient phenomena arising upon a global (zip) bifurcation involving the emergence of a quasi-neutral manifold. To do so, we have considered a mathematical model describing the population dynamics of an auto-catalytic replicator with an obligate parasite. A similar scenario was found in a two-member hypercycle with an obligate parasite [53]. This dynamical system has three possible scenarios: (i) survival of the autocatalytic species and extinction of the parasite; (ii) co-existence of both species in a quasi-neutral scenario; and (iii) co-extinction. Scenario (ii) is structurally unstable since it exists only at the bifurcation value \( K = L \) (\( K \) and \( L \) being the replication of the parasite and of the catalytic species, respectively). We have investigated transient dynamics at the vicinity of this global bifurcation, considering the cases \( K \lesssim L \) and \( K \gtrsim L \). We have identified what we call ghost CQNE: despite close to the bifurcation no CQNE is found, it still influences the orbits causing the delays. We have investigated the delays numerically, also providing rigorous analytical results on scaling phenomena above and below the bifurcation threshold.
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