Problem List 4
Multivariate Calculus
Unit 3 - Differentiability in multiple variables

Lecturer: Prof. Sonja Hohloch, Exercises: Joaquim Brugués

1. For each of the following functions, compute the maximal domain. Compute the partial deriva-
tives at an arbitrary point of the domain.

() u(x,y) = HEL

22—y2°

(b) v(z,y,2) = (\/1—y2—22,\/1—z2—x2,\/l—xQ—y2).
(c) v(x1, .y n) = le—l—fo

2. Let f be the function

(a) Is it continuous at (0,0)?
(b

)
)
(¢) Compute %. Is it continuous?
)
)

Compute gJ; . Is it continuous?

(d) Compute the directional derivative at 0 with respect to a generic vector v = (a, b).
(e) Is f differentiable at (0,0)?

3. Let f be the function

flz,y) = (2% + y?) sin <\/a:21T1/2> if (x,y) # (0,0)
0 if (x,y) = (0,0)

(a) Is it continuous at (0,0)?
(b) Compute g—i. Is it continuous?
(¢) Compute g—i. Is it continuous?
(d) Is f differentiable at (0,0)?
4. TIs the function f(z,y) = 23y3 continuous at the point (0,0)? Do directional derivatives exist
at (0,0)? Is it differentiable at (0,0)?

5. Study the continuity and differentiability at (0,0) of the function

[ A i (2,y) #(0,0)
fla,y) = { a/T if (z,y) = (0,0)



10.

11.

12.

13.

Study the continuity and differentiability at (0,0) of the function

flz,y) ={ G i () # (0,0)

1 if (z,y) = (0,0)

Let £(R?,R?) the space of 2 x 2 matrices. We can identify this space with R* with the mapping

F: L(R? R?) — R* given by
() -eseo

Consider the map det : £(R? R?) — R that associates the determinant for each matrix.

(a) Show that det is differentiable.

(b) Compute the differential of det at the matrix Id = ((1) (1))

(¢) Compute the directional derivative of det at Id with direction v = <(1) _01>

Compute the directional derivatives at the specified points and directions,

(a) f(z.y) = log (va”+47), p = (1,0), v = (2,1).
(b) g(z,y) = e” cos(my), p = (0,-1), v = (—1,2).

Compute all the points in R? where the plane tangent to the graphic of the function f(x,y) =
(1 — sinx)y + ¢y is parallel to the XY-plane. What is the equation for the tangent plane at
those points?

Compute the partial derivatives of the following functions at an arbitrary point of their domain:
(a) f(x,y,z) = yarcsin(zlogy) + 27.
(b) g(z,y,2) = xy® + y*2° + 2%,
(¢) h(z,y,z) = xV=.

Use the chain rule to compute the partial derivatives of the following composite functions:
(a) F = fog, where f(z,y,2) = 2%y + y*2 — zyz and g(u,v) = (u + v,u — v,u).

(b) F = fog, where f(x,y) = ffwyy and g(u,v) = (tanwu, tanv).

Let f: R — R differentiable. Take p(z,y) = f(2x + 3y). Show that this function satisfies the
partial differential equation
dp 0p _

3——-2—=0.
Jr y
Let us consider the map giving the polar change of coordinates,
G: ]0,+00[x]0,27] —> R?
(r,0) —  (rcosf,rsinf) °

Let f = (f1, f2) : R? — R? a C! function satisfying the Cauchy-Schwarz equations,
Of _ Of2
of _ Up
oy ox

Show that the function F' = f o G satisfies the equations

{ oOF, __ laFQ

S _ " B,
06 or




14. Let F : R — R? the function given by F(t) = (t2,¢3). Is there any value to €]0,1[ such that
F(1) = F(0) = DF|, - (1—0)? Does this contradict the Mean Value Theorem?

15. Let f the function given by
fla,y) = xy? sin (%) ify#0
’ 0 ify =0
Can we apply the Clairaut-Schwarz theorem to this function at the point (0,0)? Is it true that

°f _ 9%*f o
Oydx ~— Ozdy”

16. Find the Taylor polynomial of degree 2 of the following functions:

(a) f(z,y) = e”cosy, around p = (0, 0).
(b) g(z,y) = 2¥, around p = (1,1).
(c) h(z,y) = e* 0¥ around p = (0,0).

~

(d) i(z,y,2) = m, around p = (0,0,0).

17. Find and classify the critical points of the following functions:

(a) flx,y) = e ="

(b) g(z,y) = 2* +y*> + 3zy

(c) h(z,y) =y* —a°.

(d) i(z,y) = (z = 1)* + (z —y)?
(e) j(z,y) = log(1 +2* +4?).
(f) k(x,y,2) = cos(2r)siny + 22.
(8) U(x,y,2) =a® —y* + (z = D"
(h) m(z,y,z) =x+ H%

(i) n(z,y) = (x —y)* + (z +y)?

18. Classify the critical points of the function
Lo 9
fla,y) = 5" +y7) +azy

with respect to the parameter a € R.
19. Consider the function f(z,y) = (y — 32%)(y — x?).

(a) Show that (0,0) is its only critical point. Use the Hessian matrix to study its character.

(b) Consider the function g = f o+, where v(t) = (at,bt) is any straight line through the
origin. Show that g has a minimum at 0 independently of the chosen line.

(¢) Prove that (0,0) is not a minimum for f. (Hint: Try to find a different curve through the
origin such that the restriction of f to this curve does not have (0,0) as a minimum.)



Solutions
1. (a) Dom(u) = {(z,y) € R* | |z| # [y}

% B —4dxy? % 4y
Oz (a2 —y?)2 7 Jy  (a? —y?)?

2

(b) Dom(h) = {(z,y,2) €R® | 2? +y* < 1,y? +2° <1,2° + 22 < 1}.

—Z

oh _ 0 7t
Or  \ VI - 22— 22 \1—a% — 2

oh -y 0 -y
oy VI—y2 =22 1 —a2 — 2

@_ —z —z 0
0z \1-2—22 VI—22—a2

(¢) Dom(v) = R™.

ov
=142z
(’)xi + 2z
2. (a) f is continuous at (0,0).
(b) g—i is not continuous at the origin.
of 2xy>

dr (22 +y?)2
(c) % is not continuous at the origin.

of _ 2*(z® —y°)

dy (22 +y?)?
(d) The directional derivative is

a’b
Dflo0) v =23 T

(e) f is not differentiable at (0,0).

3. (a) f is continuous at (0,0).

(b) 27 is not continuous at the origin.

of . 1 T 1
— = 2xsin — cos | ———
oz ( /22 + y2> /22 + 2 ( /22 + y2>

(c) % is not continuous at the origin.

0

/ . 1 Y 1
— = 2ysin — COS | —F/———
ay y /$2+y2 /$2+y2 /$2+y2

(d) f is differentiable at (0,0), and its differential is (0,0).




4. The function is continuous at the origin. Directional derivatives do not exist, and thus it is not
differentiable at the origin.

5. The function is continuous at the origin, but not differentiable.

6. The function is not continuous at the origin, and thus it is not differentiable.

7. (b) In vector form, Ddet|;, = (1,0,0,1).
(c) Again using vector notation, Ddet|, - (0,—1,1,0)" = 0.
8 D 2) = 2
- (a) f‘(1,0)' 1) =~
b) D =
(b) g|(o,—1) o) ™+
9. The plane is tangent at all the points (27rk + 3, O), where k € Z. The equation of the tangent
plane at any of these points is z = 0.
10. (a)
0 1 log?2 o
l(x7yﬁz): y o8y =+ °8 277
Ox 1— (zlogy)? y
of . x (log2)x =
—(x,y, z) = arcsin(x lo + - 2
8y( Y, 2) (zlogy) T los )’ )2
0
o (.2 =0

9
,y,2) = 20y + 292° | “2(x,y,2) = 3y°2> + 302>

dg .2 3
%(%y,z)—y +z 92

5,0
(© Oh Oh Oh

%(x,y,z) = yza¥i !l 6—y(z,y,z) = z(log z)a¥* , g(z,y,z) = y(log x)x¥®
11. (a) DF|,,) = (3u? — 2uwv + v?, —u? + 2uv — 3v?)

(b)
(1 +tan?u)(1 + tan?v)

(1 —tanutanv)?

DF|(u,v) = (1?1)

If we develop the expression and apply a trigonometric identity, we get that

1
uw) T cos?(u + v)

DF|, (1,1).

12. The result follows from a direct application of the chain rule.
13. The result follows from applying the chain rule.

14. There exists no to such that F'(1) — F(0) = DF|, -(1—0). This does not contradict the Mean
Value Theorem because it only applies to functions whose image lies in R.

2
15. The conditions of the Clairaut-Schwarz theorem are not satisfied because 2L is not continuous

oxdy
at (0,0). However, it is true that a‘(fgx = a?jgy.




2 2
16 (a Pf2(00)(x,y)71+x+%—y7
(b) Pyoany(z,y) =14z +xy.
2
(c Ph2(00(35,y)=1+y+$2+y7~
(d) Pi20,00(2y,2)=1—2—y— z+a? +y? + 22+ 2(xy + yz + 22).
17. There is only one critical point, (0,0), a global maximum.
(b a saddle point.

a saddle point.

o

—~
— — ~— Y ~— N Y

)

(0,0
There is only one critical point, (0,0
There is only one critical point, (0,0

(1,1

—_ — O T

’a/—\

There is only one critical point, a global minimum.

)

There is only one critical point, (0,0), a global minimum.

—_
= D

There are two infinite families of critical points, py = (n 5N+ 5 O) and g, = (k;g + 5k, 0).
All points are saddle points.

(g) There is only one critical point, (0,0, 1), a saddle point.
(h) There are two critical points, (1,0,0) and (—1,0,0). Both are saddle points.
(i) There is only one critical point, (0,0), a saddle point.

18. We can classify as follows:

o If || > 1, the only critical point, (0,0), is a saddle.
o If o €] — 1, 1], the only critical point, (0,0), is a minimum.

e If o = &1, there are infinite critical points, given by y = Fx, which are local minima.



